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 The development of population increases every year causing food needs to 

increase, to meet food needs by increasing food crop productivity so that food 

availability can be sufficient. Food crops consist of rice, corn, green beans, 

peanuts, cassava, and sweet potatoes. Productivity in each region has different 

characteristics and therefore it is necessary to group the regions so that solution 

can be implemented in accordance with each of the characteristics of the region. 

The purpose of this study is to group districts/cities in North Sumatera Province 

based on food crop productivity using the k-means clustering method. 

Clustering k-means is method of grouping non-hierarchical data that attempts to 

partition existing data into one or more cluster or groups so that data that has 

the same characteristics are grouped into one same characterstics are grouped 

into other groups. The result of this study are the formation of 3 city district 

clusters namely, cluster 1 amounting to 1 regency/city, cluster 2 totaling 7 

districts/cities, and cluster 3 totaling 25 districts/cities. 
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1. INTRODUCTION 

The development of the population in Indonesia food is increasing in Indonesia is also increasing. 

Endurance Food in Indonesia is based on food, food utilization, and Food access needed sufficient for all 

regions in Indonesia.North Sumatra Province has the largest population on the island Sumatra and the 

fourth largest in Indonesia. From the results of the 2010 population census, the number of residents in 

North Sumatra is increasing every year. In 2018 there were 14.46 million people. The rate of population 

growth in 2010-2018 reached 1.30 percent per year higher than in 2000-2010 at 1.22 percent per year (BPS 

Population Census Results 2010). 

In achieving its goals it is certainly not easy. Each region faces constraints by important factors that 

influence the achievement of productivity goals. Productivity is the area of harvested land and the 

production of crops. If this situation continues it will threaten national food availability in line with the 

increasing population every year. So the government must increase the productivity of food crops in each 

region so that food availability can be sufficient. To group regencies / cities based on food crop productivity 

using k-means clustering. 
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2. RESEARCH METHOD 

Descriptive Analysis 

Descriptive analysis aims to provide a description of the data into variables. Results can be seen from 

the mean (mean), maximum value, minimum value, median value, and standard deviation value (Ghozali, 

2009). 


n1

x = xin i=1
      (1) 

  
The formula looks for the standard deviation using the equation below: 

 


n 2

(x - x)
ii=1

S =
n - 1

      (2) 

 

Data Standardization 

Usually referred to as standardization of data, standardization of data is carried out when the variable 

being worked on contains large unit differences. Then it requires the process of standardizing data by 

transforming data (standardizing the original data before further analysis). Standardization is carried out on 

relevant variables into the form of Z-scores (Supranto, 2004). 

 

x - x
iZ =

i
sx

      (Johnson dan Wichern, 2007)  (3) 

 

Cluster Analysis 

 Cluster analysis is a multivariate technique whose aim is to classify objects or cases (respondents) into 

relatively homogeneous groups, commonly called clusters. The objects or cases in each group tend to be 

similar to each other and are not the same as objects from other clusters. Cluster analysis is also called 

numerical classification or taxonomy (Supranto, 2004). 

 

Hierarchy Method 

The method of grouping two or more objects / data that has the closest similarity and the process is 

continued to other objects / data that have a second closeness (Rencher, 2002). 

According to Machfudhoh (2013) states that the agglomerative method in the clustering hierarchy 

method is divided into several methods, namely: 

1.  Single Linkage 

2. Complete Linkage 

3. Average Linkage 

4. Median Method 

5. Ward Method 

6. Centroid Method 

 

Non-Hierarchy Method 

The non-hierarchical method is called the k-means method. This method begins by determining the 

number of clusters or groups desired (two or three clusters). If the number of clusters is known, then the 

object of observation is combined into the cluster. 

 

K-Means Clustering 

The steps in the k-means clustering method are as follows: 

1. Determine the number of clusters / k objects randomly (Madhulata, 2012). 

2. Determine the initial centroid value (cluster center point) randomly as many as k cluster. 

3. Calculate the distance of each object / data towards the center of the cluster to each cluster, using the 

Euclidian Distance formula (Nugroho, 2008). 
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   ( ) ( ) ( )d x, y = x - y ' x - y     

   ( ) ( ) ( )
222

= x - y + x - y + ... + x - yp p1 1 2 2
  (Archana Singh, 2013) (4) 

   

 The advantage of this method is that the distance between two objects / data will not be disturbed by the 

existence of new objects which are outliers. However, the distance can be affected by differences in the 

scale between dimensions where the distance is calculated (Dibya Jyoti Bora, 2014).  

4. Allocate data into the minimum cluster center. 

5. Iterate / repeat, then determine the position of the center of the new cluster. 

6. Then if the cluster center point does not change again, the cluster process is complete, but if there is 

still data that moves the cluster, it is repeated again to step  

 
Data obtained from the results of the North Sumatra Agricultural Census of the North Sumatra 

Central Statistics Agency (BPS) in 2018. Data variables used in this problem are 7 variables, namely rice, 

corn, soybeans, green beans, peanuts, sweet potatoes, and cassava. 

 

3. RESULT AND ANALYSIS 

Descriptive Analysis 

Before carrying out the clustering-kmeans method, it is necessary to calculate the mean and standard 

deviation using equations 1 and 2, where the results are as follows: 

 

Table 1.  Descriptive Analysis Results 

 

No. 

 

Case 

Rice 

 

( )1X
 

Corn 

 

( )2X
 

Soy 

Beans

( )3X
 

Green 

Beans

( )4X
 

Peanuts 

 

( )5X
 

Sweet 

Potatoes

( )6X
 

Cassava

( )7X
 

1. 

 

Minimum 

 

0.00 0.00 0.00 0.000 0.00 0.00 0.00 

2. Mean 46.93 55.22 6.08 6.245 9.398 143.6 303.9 

3. 

 

Maksimum 

 

62.69 73.73 11.80 11.970 17.630 236.3 433.3 

4. 

Standar d 

Deviation 

 

11.6863 12.71792 2.95383 5.46673 5.95648 79.73544 73.79171 

 

Data Standardization 

If you know the value of the average and standard deviation, then look for the value of data 

standardization / standardization of data or commonly called the z-score. The formula of data 

standardization can be seen in equation (3), namely: 

The following is the standardization of data from Nias districts / cities: 

 

  
x - x

iZ =
i

sx

 

           
 44.03 - 46.93

=
12.71792

 

      = 0.79427  

  

And so on until the district / city of Gunung Sitoli. 

 

K-means Clustering 

1. Determine the number of k (cluster) 

According to Edmira Rivani (2010) that the number of clusters can be determined by the 

researchers themselves, but researchers use the R program, then the cluster number is determined as 

many as 3 clusters. 
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2. Specifies the initial centroid (cluster center) randomly. 

Clusters were randomly formed as many as three clusters, so that there were three initial cluster 

centers of the k-means clustering method obtained/determined from three observation objects, namely 

the first cluster center in the form of Sibolga City, the second cluster center in the form of Gunung Sitoli 

City, and the third cluster center in the form Toba Samosir district. The results can be seen in the 

following table: 

Table 2. Centroid (Cluster Center) Beginning 

Variable 

Initial Cluster Center Value 

1 2 3 

Rice  ( )1X  -4.01575 -0.10517 1.24684 

Corn ( )2X  -4.34178 0.16996 0.11177 

Soy Beans ( )3X  -2.05845 1.93637 0.17594 

Green Beans  ( )4X  -1.14228 -1.14228 -1.14228 

Peanuts ( )5X  -1.57786 -1.57786 0.85311 

Sweet Potatoes ( )6X  -4.11852 -0.45510 0.96728 

Cassava ( )7X  -1.80143 -1.80143 1.16187 

 

3. Calculate the distance of each object / data to each cluster center point 

Finding the distance value of each object to each center point of the cluster can use the Euclidian 

Distance formula in equation (4):  

  Calculation of Nias Regency with the first cluster center point: 

 

2 2 2
(-0.90184 - (-4.01575) + (0.79427 - (-4.34178)) + (-0.19307 - (-2.05845) +

2 2
(0.86989 - (-1.14228)) + - (-1.5779) + ( - (-4.11D(x 852, y ) )) += (-1.57786 0.34472

i j

0.545( - (-1.8 80143)

 

      
       = 8.30867      

And so on do the district / city calculations at the point of the third cluster, then the results of the 

calculation are: 

 
Table 3. Initial Cluster Center Point Distance Results 

 

No. 

 

Regency / City 

Distance 

1c  

Distance 

2c  

Distance 

3c  

 

1c
 

 

2c
 

 

3c  

1. Nias 8.30867 3.99303 3.9695   * 

2. Mandailing Natal 8.34406 3.56347 2.9836   * 

: : : : : : : : 

33. Gunung Sitoli 8.0639 0 4.6523  *  

 

4. Determine the new cluster center point 

From the previous results, the next step is to determine the new cluster center to prove whether 

there are objects or variables that move like the previous step. The Calculation can be concluded 

through the table below: 
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Table 4. Final Cluster Center Distance Results 

 

No. 

 

Regency / City 

 

Distance 1c  

 

Distance 2c  

 

Distance 3c  

 

Minimum 

Distance 

 

1c
 

 

2c
 

 

3c  

 

1. Nias 

 

8.431637 

 

 

3.020428 

 

 

2.455062 

 

2.45506 

  * 

 

2. 
Mandailing 

Natal 

 

8.466517 

 

 

3.467289 

 

 

1.753456 1.75345 

  * 

: : : : : : : : : 

 

33. 

 

Gunung Sitoli 

 

8.190611 

 

 

2.053065 

 

 

4.177793 

 

 

2.053065 

 

 *  

 
From table 4 there are no cluster members that move, so the iteration / loop is stopped. Then the 

number of cluster members for the regencies / cities in North Sumatra can be obtained as follows: 

a. In cluster I only consisted of 1 member, namely Regency / City of Sibolga. 

b. Cluster II consists of 7 members, namely Central Tapanuli Regency / City, Labuhan Batu, Labuhan 

Batu Utara, West Nias, Tanjung Balai, Pematang Siantar, and Gunung Sitoli. 

c. Cluster III consists of Nias Regency / City, Mandailing Natal, South Tapanuli, North Tapanuli, Toba 

Samosir, Asahan, Simalungun, Dairi Karo, Deli Serdang, Langkat, South Nias, Humbang Hasundutan, 

Pakpak Bharat, Samosir, Serdang Begadai, Batu Bara, Padang Lawas Utara, Padang Lawas, Labuhan 

Batu Selatan, North Nias, Tebing Tinggi, Medan, Binjai, and Padang Sidempuan. 

 

5. Calculate the average of variables between cluster 

Next to find out the average of the variables between clusters using the following equation: 

    

  ( )X = m + z s      (5) 

 

 Information: 

  X        = variable average into the cluster 

          = population 

  /S    = standard deviation 

  
 Example calculation of the value of the first cluster with rice variables: 

( )( )( )= 46.93 + -4.01572 11.6863  

= 0.0007  

 

Then the results of the calculation of the average variable between clusters are as follows:  

 
Tabel 5. Results of Average Number of Variables into Clusters 

Cluster ( )1x  ( )2x  ( )3x  ( )4x  ( )5x  ( )6x  ( )7x  

I 0.0007 0.0016 0.000 0.0005 -0.0007 -0.0111 -0.0346 

II 46.7437 59.7701 17.9538 0.0005 0.3424 308.277 29.299 

III 47.182 65.0615 11.8789 10.000 4.4965 235.214 150.000 

 

Table 5 shows that there were 3 clusters formed. Each cluster is different from the smallest to the 

largest unit value in each variable. So it is said to be a low, medium, and high area. Where the average 

number of the first cluster consists of only one member of the cluster shows the lowest average total 

productivity compared to other clusters. 

The second cluster consists of 7 cluster members with a high average number for the productivity of 

soybean and cassava food crops, while for medium food crop productivity, namely rice, peanuts, and 

sweet potatoes, and has the lowest average number for productivity green beans. The third cluster 

consists of 25 members of the cluster, the average number of high for the productivity of rice, corn, 
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peanuts, green beans, and sweet potatoes, while for soybeans, and cassava has a moderate average 

amount. 

4. CONCLUSION 

From the results and discussion, it can be seen from the food crop productivity data, and it can be 

concluded that the results of the cluster are formed into three clusters and have the characteristics of each 

cluster. 

Cluster 1 only consists of Sibolga districts/cities with the lowest average number of food crop 

productivity. The second cluster consists of Central Tapanuli Regency Labuhan Batu, Labuhan Batu Utara, 

West Nias, and Kota Tanjung Balai, Pematang Siantar, and Gunung Sitoli with a high average number of 

soybean and cassava food crop productivity, while for crop productivity medium food, namely rice, peanuts, 

and sweet potatoes, and has the lowest average amount for the productivity of mung beans. 

The 3rd Cluster consists of Regency / Nias City, Mandailing Natal, South Tapanuli, North Tapanuli, 

Toba Samosir, Asahan, Simalungun, Dairi Karo, Deli Serdang, Langkat, South Nias, Humbang 

Hasundutan, Pakpak Bharat, Samosir, Serdang Begadai, Batu Bara, Padang Lawas Utara, Padang Lawas, 

Labuhan Batu Selatan, North Nias, Tebing Tinggi, Binjai, Medan and Padang Sidempuan with high average 

amounts of productivity for rice, corn, green beans, peanuts, and sweet potatoes, while for the productivity 

of soybeans, and cassava has an average amount. 

The above results show that the first cluster only has 1 cluster, namely Sibolga regency/city, which has 

the lowest food crop productivity, therefore the government must continue to increase food crop 

productivity so food availability can be sufficient for each region in North Sumatra. 
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