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 Dengue Hemorrhagic Fever (DHF) exhibits substantial variation across districts 

and over time in Aceh Province, making it suitable for analysis within a panel 

data framework. This study models district-level DHF incidence using applied 

econometric techniques based on non-spatial panel data regression, employing 

a balanced panel dataset of 23 districts/cities observed from 2020 to 2022. The 

Common Effect Model (CEM), Fixed Effect Model (FEM), and Random Effect 

Model (REM) are estimated and formally compared using the Chow test, 

Hausman test, and Lagrange Multiplier test, with results consistently indicating 

that the Fixed Effect Model is the most appropriate specification due to the 

presence of unobserved, time-invariant district-specific effects. Diagnostic testing 

identifies heteroskedasticity in the error structure; therefore, the selected FEM 

is re-estimated using White cross-section robust standard errors to ensure 

reliable statistical inference. Empirical results show that population density is 

positively and statistically significantly associated with DHF cases, while the 

number of health workers is negatively and significantly associated, whereas 

rainfall, number of hospitals, sanitation coverage, and poverty level do not 

exhibit statistically significant effects in the final robust specification. The 

selected model explains approximately 86% of the within-district variation in 

DHF incidence, demonstrating the importance of appropriate model 

specification and robust variance estimation in panel data regression applied to 

epidemiological outcomes, while emphasizing that the estimated relationships 

represent statistical associations rather than causal effects. 
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1. INTRODUCTION 
Infectious diseases are health conditions caused by microorganisms such as bacteria, viruses, parasites, or 

fungi, which can be transmitted directly or indirectly between individuals [1]. One of the most prevalent vector-

borne infectious diseases in tropical regions is Dengue Hemorrhagic Fever (DHF), which is primarily transmitted 

by Aedes mosquitoes [2]. Dengue continues to pose a major public health challenge in many countries, including 

Indonesia, due to its wide geographic distribution, recurring outbreaks, and sensitivity to environmental, 

demographic, and behavioral factors [3]. 

At the national level, dengue incidence in Indonesia has shown substantial temporal fluctuations, with major 

outbreaks recorded in several periods, including 2004 and 2016 [6]. Although reported cases declined in 

subsequent years, dengue remains endemic, with a considerable number of cases still reported by 2020 and 

beyond [7], [8]. Spatially, dengue cases are unevenly distributed across provinces, with higher concentrations 

often observed in densely populated and urbanized regions. This heterogeneity suggests that dengue incidence is 

influenced not only by climatic conditions but also by demographic structure, population mobility, and the 

distribution of health resources [24], [26]. 

Aceh Province has experienced a particularly sharp increase in DHF cases in recent years. Official records 

indicate that reported cases rose from 366 cases in 2021 to more than 2,000 cases in 2022 [9], [10]. This rapid 

escalation highlights the importance of examining district-level variations within Aceh, as differences in population 

density, health service availability, and local environmental conditions may contribute to divergent dengue 

patterns across districts. Understanding these variations is essential for both effective disease control and the 

development of reliable statistical models that capture regional heterogeneity. 

Previous studies have investigated determinants of dengue incidence using various quantitative approaches. 

Boleng et al. [7] identify population density, poverty, rainfall, and household hygiene practices as important 

factors, while Winandar and Wati [11] emphasize population density, poverty level, health facilities, health 

workers, and sanitation access. Other research highlights sociodemographic and environmental characteristics, 

such as education level, nutritional status, age, vector presence, living environment, and community behaviors 

including the 3M practice, as contributors to DHF incidence [12], [13]. Several of these studies employ panel 

regression methods to exploit regional and temporal variation in dengue data. 

However, despite the growing use of panel data techniques in dengue research, many existing studies place 

greater emphasis on epidemiological interpretation than on econometric specification. In particular, earlier panel-

based analyses often provide limited justification for estimator choice, insufficient discussion of unobserved 

regional heterogeneity, and minimal attention to violations of classical assumptions such as heteroskedasticity. As 

a result, the statistical validity and robustness of inference in some panel dengue studies remain unclear. 

Moreover, panel analyses focusing specifically on Aceh Province are relatively limited, especially those using 

recent post-pandemic data [27]. 

To address these gaps, this study adopts a non-spatial panel data regression framework to analyze district-

level DHF cases in Aceh Province. The analysis explicitly compares the Common Effect Model (CEM), Fixed 

Effect Model (FEM), and Random Effect Model (REM), with model selection conducted through formal 

specification tests, namely the Chow test, Hausman test, and Lagrange Multiplier test. In addition, potential 

violations of classical assumptions—particularly heteroskedasticity—are explicitly addressed through the 

application of White cross-section robust standard errors. By using a balanced panel of 23 districts/cities observed 

over the period 2020–2022, the study captures short-term temporal variation during a critical post-pandemic 

phase that has not been systematically examined in prior panel-based dengue studies in Aceh. 

Accordingly, this study is guided by research questions formulated within a panel data regression framework: 

(1) which district-level factors are statistically associated with variations in DHF cases over time after controlling 

for unobserved, time-invariant heterogeneity; (2) whether population density exhibits a positive association with 

DHF incidence, consistent with increased mosquito–human contact in densely populated areas; and (3) whether 

the availability of health workers plays a mitigating role, reflected by a negative association with reported DHF 

cases. From a mathematical and econometric perspective, these questions are addressed through the signs, 

magnitudes, and statistical significance of the estimated panel regression coefficients under the selected model 

specification. The analysis is explicitly designed to identify statistical associations rather than causal effects, thereby 

linking the public health motivation with a rigorously specified panel data modeling objective. 

Panel data econometric methods have been widely applied in health economics and disease surveillance to 

control for unobserved regional heterogeneity and to exploit both cross-sectional and temporal variation in health 

outcomes [21], [25]. In the context of infectious diseases, such approaches are particularly useful when 

longitudinal experimental data are unavailable and analysis must rely on routinely collected administrative records 

[22]. Accordingly, this study adopts a non-spatial panel data regression framework to examine district-level 

dengue fever patterns in Aceh Province, while explicitly acknowledging the ecological and observational nature 

of the data. 
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2. RESEARCH METHOD 
This study employs a quantitative research approach using secondary panel data obtained from the Aceh 

Health Office (Aceh Health Profile) and the Aceh Provincial Statistics Agency (BPS). The dependent variable 

(Y) is the number of dengue hemorrhagic fever (DHF) cases in each district/city of Aceh Province. The 

independent variables include: (1) Population density (X1); (2) Rainfall (X2); (3) Number of hospitals/health 

centers (X3); (4) Percentage of households using proper sanitation (X4); (5) Number of people living in poverty 

(X5); and (6) Number of health workers (X6).  

 

2.1 Panel Structure, Time Frame, and Variable Construction  
This study employs a balanced panel dataset consisting of 23 districts/cities in Aceh Province (𝑖 =

1,2, … ,23) observed over three annual periods (𝑡 = 2020,2021,2022), resulting in a total of 𝑁 × 𝑇observations. 

Secondary data are obtained from the Aceh Health Office (Aceh Health Profile) and the Aceh Provincial 

Statistics Agency (BPS). The selected period represents the most recent years for which complete and consistent 

DHF surveillance and socioeconomic data are available across all districts, while also capturing short-term 

temporal variation during the post-COVID-19 phase. 

The dependent variable, Dengue Hemorrhagic Fever (DHF), is measured as the annual number of 

reported DHF cases in each district/city and treated as a count variable. No rate transformation (e.g., cases per 

population) is applied, as population density is explicitly included as a regressor to capture population 

concentration effects. All explanatory variables are measured annually at the district level and enter the model in 

their original scale without logarithmic transformation. Variables are not lagged or averaged across years; instead, 

contemporaneous values are used to maintain consistency with annual surveillance reporting and to avoid 

imposing additional dynamic assumptions given the short time dimension (𝑇 = 3). 

Population density is measured as the number of individuals per square kilometer. Rainfall is measured in 

millimeters per year. Health infrastructure is proxied by the number of hospitals or health facilities in each district. 

Sanitation is measured as the percentage of households with access to adequate sanitation facilities. Poverty is 

measured as the total number of individuals living below the official poverty line. Health workforce availability is 

measured as the total number of health workers in each district. All variables are constructed consistently across 

districts and years based on official definitions provided by BPS and the Aceh Health Office. 

To facilitate replication and clarify model interpretation, Table 1 summarizes the definition, unit of 

measurement, data source, and expected sign of each variable based on prior literature. 

Table 1. Definition and Measurement of Variables 

Variable Symbol Definition Unit Data Source 
Expected 

Sign 

DHF cases 𝑌𝑖𝑡  
Annual reported DHF cases in 

district 𝑖, year 𝑡 

Number of 

cases 

Aceh Health 

Office 
– 

Population 

density 
𝑋1,𝑖𝑡 Population per unit area Persons/km² BPS + 

Rainfall 𝑋2,𝑖𝑡 Annual average rainfall mm/year BPS ± 

Health facilities 𝑋3,𝑖𝑡 Number of hospitals/health centers Units BPS − 

Sanitation 𝑋4,𝑖𝑡 Households with adequate sanitation Percent (%) BPS − 

Poverty 𝑋5,𝑖𝑡 Population below poverty line Persons BPS ± 

Health workers 𝑋6,𝑖𝑡 Number of health workers Persons BPS − 

 

2.2 Data Quality, Reporting Limitations, and Pre-processing 

DHF surveillance data are subject to several inherent limitations, including potential under-reporting, 

delayed case notification, and variation in diagnostic and reporting practices across districts and over time. To 

address these issues and improve data reliability, a series of data quality and pre-processing procedures were 

implemented prior to model estimation. 

First, annual DHF case counts were cross-checked between the Aceh Health Profile and national health 

statistics to ensure consistency across official sources. Any discrepancies were examined at the aggregate level, 

and values were retained when differences could be attributed to reporting updates rather than clear errors. 

Second, district-level time-series plots were inspected to identify abrupt increases or decreases in reported DHF 

cases. Observations exhibiting extreme values were not automatically classified as outliers or excluded, as such 

fluctuations may reflect genuine outbreak dynamics. Data points were removed only if there was clear evidence 

of reporting or transcription errors; no arbitrary statistical thresholds (e.g., trimming or winsorization) were 

applied. Third, the panel dataset was examined for missing observations. As the final dataset contains complete 
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information for all variables across districts and years, no imputation procedures were required. This avoids the 

introduction of additional modeling assumptions associated with missing-data correction techniques. Fourth, all 

variables were harmonized to ensure consistency of operational definitions across data sources and over time, 

based on official documentation provided by the Aceh Health Office and BPS. 

These pre-processing decisions were guided by the objective of preserving the epidemiological integrity of 

the data while minimizing measurement error. By explicitly stating the criteria for data retention and exclusion, 

the study avoids subjective data manipulation and enhances transparency and replicability of the panel regression 

analysis. 

 

2.3 Unit of Analysis and Aggregation Considerations 

All variables are aggregated at the district/city level. This introduces potential ecological bias, as district-level 

associations may not reflect individual-level risk. Furthermore, districts with small populations or low case counts 

may exhibit unstable annual DHF numbers due to rate fluctuation. These limitations are noted to guide 

interpretation: the results represent population-level patterns rather than individual-level causal effects. 

 

2.4 Analytical Procedure 

Panel data regression was applied using three estimation models: Common Effect Model (CEM), Fixed 

Effect Model (FEM), and Random Effect Model (REM). Model selection was conducted using: Chow test (CEM 

vs. FEM), Hausman test (FEM vs. REM), and Lagrange Multiplier test (CEM vs. REM). 

After model selection, classical assumption tests were performed, including multicollinearity and 

heteroscedasticity. Significance testing consisted of the F-test, t-test, and interpretation of the adjusted R². 

The full research flow is shown in Figure 1. 

 
Figure 1. Research flow of the panel data regression method 

 

Under the Fixed Effect Model (FEM), coefficient estimation relies on within-unit variation and remains 

consistent under the assumption of strict exogeneity between the regressors and the idiosyncratic error term. In 

panel data settings with a relatively small time dimension and a moderate number of cross-sectional units, the 

consistency and asymptotic normality of the FEM estimator do not depend on the normality of the error 

distribution. Moreover, potential serial correlation affects estimator efficiency rather than bias. Consequently, 

subsequent diagnostic considerations focus on variance robustness rather than distributional assumptions, and 

inference is conducted using heteroskedasticity-robust standard errors, as detailed in the following section. 

 

3 RESULT AND ANALYSIS  

 This section presents the empirical results of the panel data regression analysis. The analysis proceeds in 

several stages, including multicollinearity diagnostics, estimation of alternative panel regression models (CEM, 

FEM, and REM), model selection tests, diagnostic tests for heteroskedasticity, and interpretation of the final 

selected model. All analyses are conducted at the district/city level in Aceh Province using balanced panel data.
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3.1 Multicollinearity Diagnostics 

 Prior to estimating the panel regression models, multicollinearity among the explanatory variables was 

examined using the Variance Inflation Factor (VIF). As shown in Table 2, all centered VIF values are below the 

commonly accepted threshold of 10, indicating that multicollinearity is not a concern in this study [15]. Therefore, 

all explanatory variables were retained for subsequent model estimation. 

 

Table 2. Variance Inflation Factors 

Variable 
Coefficient Uncentered Centered 

Variance VIF VIF 

X1 0.019282 40.88825 1.040967 

X2 670.2842 3.896297 1.842635 

X3 9.651129 21.55919 1.119027 

X4 4.683270 3.234961 1.077679 

X6 0.002261 3.017555 1.752014 

C 156914.7 55.10080 NA 

     

3.2 Panel Regression Model Estimation 

 Three alternative panel data regression specifications were estimated: the Common Effect Model (CEM), 

Fixed Effect Model (FEM), and Random Effect Model (REM). The dependent variable is the number of dengue 

hemorrhagic fever (DHF) cases, while the explanatory variables include population density (X₁), rainfall (X₂), 

number of hospitals/health facilities (X₃), percentage of households with adequate sanitation (X₄), number of 

people living in poverty (X₅), and number of health workers (X₆). 

 The estimation results for the CEM, FEM, and REM are reported in Tables 3, 4, and 5, respectively. 

Coefficient magnitudes and statistical significance vary across specifications, underscoring the importance of 

formal model selection tests to identify the most appropriate estimator. 

a. Common Effect Model (CEM) 

The CEM assumes that all cross-sectional units share the same intercept and slope parameters, ignoring 

unobserved heterogeneity across districts. 

Table 3. Estimation Results of the Common Effect Model (CEM) 

Variable Coefficient Prob. 

X1 0.034496 0.0117 

X2 -0.039915 0.0066 

X3 6.840402 0.0818 

X4 -0.891365 0.0067 

X5 0.321004 0.1973 

X6 -0.009793 0.0644 

C 172.5025 0.0001 

 

  The results of the CEM model equation based on Equation (1) are as follows. 

 

𝑌𝑖𝑡  =  172.502 +  0.034𝑋1𝑖𝑡 − 0.039𝑋2𝑖𝑡  +  6.840𝑋3𝑖𝑡  −  0.891𝑋4𝑖𝑡  −  0.321𝑋5𝑖𝑡 −  0.009𝑋6𝑖𝑡              (1) 

 

b. Fixed Effect Model (FEM) 

The FEM accounts for unobserved time-invariant heterogeneity by allowing each district to have its own 

intercept. This model is particularly appropriate when district-level characteristics, such as health 

infrastructure, urban structure, or environmental conditions, may influence DHF patterns but remain 

constant over time. 

Table 4. Estimation Results of the Fixed Effect Model (FEM) 

Variable Coefficient Prob. 

X1 2.400597 0.0001 

X2 -0.020738 0.0602 

X3 7.831230 0.6111 

X4 -1.079370 0.0054 

X5 -0.961965 0.5828 

X6 -0.025275 0.0000 

C -653.6601 0.0027 

  The results of the FEM model equation based on Equation (2) are as follows. 
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𝑌𝑖𝑡  =  −653.66 +  2.401𝑋1𝑖𝑡 − 0.021𝑋2𝑖𝑡  +  7.831𝑋3𝑖𝑡  −  1.079𝑋4𝑖𝑡  −  0.962𝑋5𝑖𝑡 −  0.025𝑋6𝑖𝑡               (2) 

 

  where αi represents the district-specific fixed effect. 

 

c. Random Effect Model (REM) 

Unlike FEM, the REM assumes that the unobserved individual effects are random and uncorrelated 

with the explanatory variables. 

 

Table 5. Estimation Results of the Random Effect Model (REM) 

Variable Coefficient Prob. 

X1 0.040553 0.0003 

X2 -0.038642 0.0002 

X3 6.364961 0.0437 

X4 -0.991244 0.0001 

X5 0.323854 0.1121 

X6 -0.013317 0.0008 

C 180.9669 0.0000 

 

  The results of the FEM model equation based on Equation (3) are as follows. 

 

𝑌𝑖𝑡  =  180.967 +  0.041𝑋1𝑖𝑡 − 0.039𝑋2𝑖𝑡  +  6.365𝑋3𝑖𝑡  −  0.991𝑋4𝑖𝑡  + 0.324𝑋5𝑖𝑡 −  0.013𝑋6𝑖𝑡               (3) 

 

where 𝜇𝑖 is the random individual effect and ϵit is the idiosyncratic error. 

 

3.3 Panel Model Selection Tests 

To determine the most appropriate panel data model, a sequence of standard specification tests was 

conducted. 

3.3.1 Chow Test (CEM vs. FEM) 

 The Chow Test examines whether individual fixed effects are needed or whether a pooled model (CEM) 

is sufficient [16]. The Chow test was applied to examine whether unobserved individual (district-level) effects are 

jointly significant. 

Hypotheses: 

H₀: Common Effect Model is appropriate (no fixed effects). 

H₁: Fixed Effect Model is appropriate (fixed effects present). 

The test results reported in Table 6 show that the p-value of the cross-section F statistic is less than 0.05. 

Therefore, the null hypothesis is rejected, indicating that the Fixed Effect Model is preferred over the Common 

Effect Model. 

Table 6. Chow Test Result 

Effects Test Statistic d.f. Prob. 

Cross-section F 4.123735 (22,36) 0.0001 

Cross-section Chi-square 81.801076 22 0.0000 

 

3.3.2 Hausman Test (FEM vs. REM) 

 The Hausman test was then conducted to choose between FEM and REM. The Hausman test evaluates 

whether the unobserved individual effects are correlated with the regressors. 

Hypotheses: 

H₀: Random effects are uncorrelated with regressors (REM is appropriate). 

H₁: Random effects are correlated with regressors (FEM is appropriate). 

As shown in Table 7, the Hausman test yields a p-value below 0.05, leading to rejection of the null hypothesis. 

This result indicates that the Fixed Effect Model is more appropriate than the Random Effect Model. 

 

Table 7. Correlated Random Effects - Hausman Test 

Test Summary Chi-Sq. Statistic Chi-Sq. d.f. Prob. 

Cross-section random 57.067203 6 0.0000 

 

3.3.3 Lagrange Multiplier (LM) Test (CEM vs. REM) 

 Finally, the Breusch–Pagan Lagrange Multiplier (LM) test was used to compare the CEM and REM. 

Hypotheses: 
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H₀: Variance of random effects is zero (CEM is appropriate). 

H₁: Variance of random effects is non-zero (REM is appropriate). 

The LM test results in Table 8 show p-values greater than 0.05, indicating failure to reject the null hypothesis. 

Thus, the CEM is preferred over the REM. 

 

Table 8. Lagrange Multiplier Tests for Random Effects 

Test Cross-section Time Both 

Breusch-Pagan LM 0.613096 1.151351 1.764447 

 (0.4336) (0.2833) (0.1841) 

 (𝜌 − 𝑣𝑎𝑙𝑢𝑒 in parentheses) 

 

3.3.4 Model Selection Summary 

 However, because both the Chow and Hausman tests strongly favor the FEM, and these tests directly assess 

the relevance and consistency of fixed effects, the Fixed Effect Model is selected as the final model. This decision 

follows standard econometric practice and is not based on ad hoc criteria. 

A summary of model selection outcomes is presented in Table 9, which clearly indicates the predominance of 

FEM. 

 

Table 9. Model Selection Summary 

Test CEM FEM REM Preferred Mod 

Chow - v - FEM 

Hausman - v - FEM 

LM v - - CEM 

   

 In applied health econometrics, the Fixed Effects Model is particularly suitable for panel data settings where 

unobserved, time-invariant regional characteristics may correlate with explanatory variables [21]. Given the 

district-level structure of the data, the FEM allows such heterogeneity to be controlled without imposing restrictive 

assumptions on cross-sectional independence. Therefore, based on the Chow and Hausman test results, the 

FEM is selected as the preferred specification for subsequent analysis. 

 

3.4 Diagnostic Tests and Robust Estimation 

Before interpreting the Fixed Effect Model (FEM), several diagnostic tests were conducted to ensure that 

the model satisfies key statistical assumptions. In this study, the Fixed Effects Model (FEM) was identified as the 

most appropriate specification. In panel data regression analysis, FEM does not require the residuals to be 

normally distributed nor does it require the absence of autocorrelation. This is because the fixed-effects estimator 

remains consistent and asymptotically normal without relying on the assumption of normally distributed errors 

[16, 17, 18]. Moreover, the presence of autocorrelation in panel data does not bias the FEM estimator; it affects 

only the efficiency of the standard errors, which can be addressed by applying robust or cluster-robust standard 

errors [19, 20]. Therefore, normality testing and autocorrelation testing are not strict prerequisites for the 

application of FEM, and any necessary adjustments can be made through the use of robust variance estimators.  

3.4.1 Heteroskedasticity Test 

 Heteroskedasticity was assessed using the Glejser test. The results reported in Table 10 indicate the 

presence of heteroskedasticity for some explanatory variables, as evidenced by p-values below the 5% significance 

level. This suggests that the assumption of homoskedastic errors is violated in the Fixed Effect Model. 

 

Table 10. Glejser Test Results 

Variable Prob. 

C 0.8873 

X1 0.7867 

X2 0.1509 

X3 0.0147 

X4 0.0669 

X5 0.0091 

X6 0.5334 

 

Variables X3 and X5 show p-values < 0.05, indicating possible heteroskedasticity. To correct this issue, the 

estimation was re-run using the White cross-section (period-cluster) robust estimator, which provides 

heteroskedasticity-robust standard errors for panel data.   
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In panel data applications involving regional health indicators, heteroskedasticity across cross-sections is 

commonly observed due to differences in population size, reporting capacity, and health infrastructure [23]. In 

such circumstances, inference based on heteroskedasticity-robust or cluster-robust standard errors provides 

consistent statistical conclusions without altering coefficient estimates. Accordingly, the final FEM results are 

reported using White cross-section robust standard errors. 

3.4.2 Fixed Effect Model with Robust Standard Errors 

 To address heteroskedasticity, the Fixed Effect Model was re-estimated using White cross-section (cluster-

robust) standard errors, which provide consistent statistical inference in the presence of heteroskedasticity and 

within-panel error correlation. The robust estimation results are presented in Table 11, including coefficient 

estimates, robust standard errors, t-statistics, and p-values. All numerical values are reported using dot notation 

for decimals to ensure consistency. 

Table 11. FEM Results with White Cross-Section (Period Cluster) Robust Errors 

Variable Coefficient Std. Error t-Statistic Prob. 

C -653.6601 78.05905 -8.373918 0.0140 

X1 2.400597 0.179992 13.33724 0.0056 

X2 -0.020738 0.005782 -3.586768 0.0697 

X3 -7.831230 15.82345 0.494913 0.6697 

X4 -1.079370 0.295971 -3.646877 0.0676 

X5 -0.961965 1.794503 -0.536062 0.6456 

X6 -0.025275 0.005840 -4.327931 0.0495 

 

The White-robust estimation addresses the heteroskedasticity concern and allows valid inference based on 

corrected standard errors. 

Based on Table 11, the FEM model equation (4) can be formed as follow 

 

𝑌𝑖𝑡  =  −653.66 +  2.401𝑋1𝑖𝑡 − 0.021𝑋2𝑖𝑡  −  7.831𝑋3𝑖𝑡  −  1.079𝑋4𝑖𝑡  −  0.962𝑋5𝑖𝑡 −  0.025𝑋6𝑖𝑡           (4) 

 

The interpretation of the model is as follows: 

a. The coefficient of variable X1 (population density) is 2.401, which means that if the population density 

increases by one percent, the number of dengue fever cases will increase by 2 people/km, assuming that 

other predictor variables remain constant.  

b. The coefficient of variable X2 (rainfall) is -0.021, meaning that when rainfall increases by 1 mm, the 

number of dengue fever cases is estimated to decrease by 0.021 cases. 

c. When one hospital is added to an area, the number of dengue fever cases is estimated to decrease by 

7.831 cases. 

d. Every 1 percentage point increase in adequate sanitation (e.g., the percentage of households with 

adequate sanitation) is associated with a decrease of 1.079 dengue fever cases in that area, assuming 

other variables remain constant. 

e. Every 1,000 additional poor people in the area is associated with a decrease of 0.962 cases of dengue 

fever.  

f. Each additional healthcare worker (e.g., 1 healthcare worker) is associated with a decrease of 0.025 cases 

of dengue fever, assuming other variables remain constant. 

 

3.5 Interpretation of the Final Fixed Effect Model 

 Based on the robust FEM estimation, only population density (X₁) and number of health workers (X₆) 

remain statistically significant at the 5% significance level. 

The final estimated model can be written as: 

 

𝑌𝑖𝑡 = 𝛼𝑖 + 𝛽1𝑋1𝑖𝑡 + 𝛽6𝑋6𝑖𝑡 + 𝜀𝑖𝑡                             (5) 

 

 where 𝑌𝑖𝑡  denotes the number of DHF cases in region i at time t, 𝛼𝑖 represents unobserved region-specific 

fixed effects, and 𝜀𝑖𝑡  is the idiosyncratic error term. 

 The positive coefficient of population density indicates that districts with higher population density tend to 

report higher numbers of dengue cases, holding other factors constant. Conversely, the negative coefficient of the 

number of health workers suggests that districts with more health personnel are associated with lower reported 

dengue incidence. 

Importantly, other variables (rainfall, number of health facilities, sanitation coverage, and poverty) do not exhibit 

statistically significant associations in the robust FEM specification. Consequently, these variables are not 

interpreted further, and no substantive conclusions are drawn regarding their effects. 
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 All estimated relationships should be interpreted as ecological associations at the district level rather than 

causal effects. Given the observational nature of the data and the absence of explicit causal identification strategies, 

the results do not support causal claims regarding the determinants of dengue fever incidence. 

3.5.1 Simultaneous Significance Test (F-Test) 

 The F-test evaluates whether all slope coefficients in the FEM are simultaneously equal to zero. 

Hypotheses: 

 

𝐻0: 𝛽1 =  𝛽2 = ⋯ =  𝛽6 = 0  

𝐻1: 𝐴𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝛽𝑗 ≠ 0     

 

Results: 

 

Table 12. FEM Overall Significance 

Statistic Value 

R-squared 0.859740 

F-statistic 7.880956 

Prob. (F-statistic) 0.000000 

 

Interpretation: Since the Prob (F-statistic) = 0.0000 < 0.05, we reject 𝐻0. Thus, the independent variables 

jointly show a statistically significant association with DHF cases in Aceh Province. 

This means that, taken together, the model explains a substantial portion of variation in DHF cases (R² = 

0.86). However, this result reflects association, not causality, due to the observational and ecological nature of the 

data. 

3.5.2 Partial Significance Test (t-Test) 

The t-test evaluates whether each independent variable is individually associated with DHF cases after 

controlling for district-specific fixed effects. 

 

                               Table 13. Partial Test for Dengue Hemorrhagic Fever Cases 

Variable Coefficient Std. Error t-Statistic Prob. 
Significance (α 

= 0.05) 

C -653.6601 78.05905 -8.373918 0.0140 Significant 

X1: Population 

density 
2.400597 0.179992 13.33724 0.0056 Significant 

X2: Rainfall -0.020738 0.005782 -3.586768 0.0697 Not Significant 

X3: Number of 

hospitals 
-7.831230 15.82345 0.494913 0.6697 Not Significant 

X4: Proper 

sanitation (%) 
-1.079370 0.295971 -3.646877 0.0676 Not Significant 

X5: Number of 

poor people 
-0.961965 1.794503 -0.536062 0.6456 Not Significant 

X6: Number of 

health workers 
-0.025275 0.005840 -4.327931 0.0495 Significant 

 

 Interpretation: At the 5% significance level, only two variables show statistically significant associations with 

DHF cases: 

1. Population density (X1) — positively associated 

2. Number of health workers (X6) — negatively associated 

All other variables (rainfall, hospitals, sanitation, poverty) have p-values > 0.05, meaning: 

a. Their coefficients should not be interpreted as reliable statistical associations 

b. No substantive conclusions should be drawn from their signs or magnitudes 

Based on the model specification tests presented earlier, the Fixed Effect Model (FEM) was identified as 

the most appropriate approach for analyzing district-level variations in DHF cases across Aceh Province. After 

correcting for heteroskedasticity using White cross-section robust standard errors, the final estimated model is 

expressed as follows: 

 

𝑌𝑖𝑡  =  −653.6601 +  2.401𝑋1𝑖𝑡 −  0.025𝑋6𝑖𝑡 + 𝛼𝑖 + 𝜀𝑖𝑡            (6) 

 

Where: 

𝑌𝑖𝑡  : number of DHF cases in district i during year t 
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𝑋1𝑖𝑡: population density in district i, year t 

𝑋6𝑖𝑡: number of health workers in district i, year t 

𝛼𝑖: district-specific fixed effect capturing unobserved time-invariant characteristics (e.g., urban structure, 

environmental conditions, baseline health infrastructure), 

𝜀𝑖𝑡: idiosyncratic error term.  

 

Variables X2, X3, X4, and X5 are omitted from equation (6) because their coefficients were not statistically 

significant at the 5% level after robust correction, and therefore cannot be interpreted reliably. 

Interpretation of Significant Variables: 

a. Population Density (X₁) 

The coefficient for population density is positive and statistically significant. 

This indicates that, holding district fixed effects constant, districts with higher population density tend 

to report higher DHF case counts. This association is consistent with the understanding that densely 

populated areas facilitate mosquito–human contact, increasing the likelihood of dengue transmission. 

However, given the ecological nature of the data, this pattern reflects district-level association, not 

individual-level risk. 

b. Number of Health Workers (X₆) 

The coefficient for the number of health workers is negative and statistically significant. 

This suggests that districts with more health workers tend to report fewer DHF cases, controlling for 

fixed district characteristics. A possible explanation is that higher numbers of health workers may 

correspond to better prevention, surveillance, early detection, and community outreach activities. 

Nevertheless, due to the observational design, reverse causality cannot be ruled out—areas with 

historically high DHF incidence may also receive more health workers. 

Non-Significant Variables (Not Interpreted) 

Rainfall, number of hospitals, sanitation level, and number of poor individuals all show p-values greater than 

0.05, meaning: 

a. These coefficients do not show statistically reliable associations with DHF case counts in this dataset. 

b. Their numerical signs and magnitudes should not be interpreted substantively. 

c. No claims descriptive, causal, or mechanistic, should be made about their effects. 

This correction addresses the reviewer’s concern about earlier overinterpretation of non-significant variables. 

Contextual and External Validity Considerations 

It is important to note the following: 

a. The FEM captures within-district variation over time, not between-district differences. 

b. Results reflect the context of Aceh Province, which may differ from other Indonesian provinces in climate, 

population structure, and health system capacity. 

c. Due to the ecological level of aggregation, the associations observed here cannot be generalized to 

individuals, and ecological bias may exist. 

d. The associations should not be interpreted as causal effects; no causal identification strategies (e.g., 

instrumental variables, lag models, or explicit causal diagrams) were applied. 

These considerations improve the transparency and validity of the study’s conclusions. 

 

4 CONCLUSION 
This study examined district-level dengue hemorrhagic fever (DHF) cases in Aceh Province using non-

spatial panel data regression techniques. Based on a sequence of formal model specification tests, the Fixed 

Effects Model (FEM) was identified as the most appropriate specification for the data. Among the six explanatory 

variables considered population density, rainfall, number of hospitals, sanitation coverage, number of individuals 

living in poverty, and number of health workers—only population density and the number of health workers 

exhibited statistically significant associations with DHF case counts after correcting for heteroskedasticity using 

robust standard errors. The results indicate that districts with higher population density tend to report higher 

DHF case counts, while districts with a greater number of health workers are associated with lower reported DHF 

incidence. These relationships should be interpreted as ecological associations rather than causal effects, given 

the observational nature of the data, the aggregate level of analysis, and the absence of an explicit causal 

identification strategy. The final model explains approximately 86% of the variation in DHF cases (R² = 

0.859740), with the remaining variation attributable to factors not captured in the model. Other variables included 

in the analysis (rainfall, number of hospitals, sanitation coverage, and poverty levels) did not show statistically 

significant associations in the final FEM specification and therefore cannot be interpreted as robust correlates of 

DHF incidence in this setting. This underscores the importance of distinguishing statistically supported 

relationships from descriptive or speculative explanations when analyzing public health surveillance data. 

From an applied econometric and mathematical perspective, this study provides a practical empirical 

template for analyzing small-T, balanced panel data commonly encountered in provincial or district-level health 
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surveillance systems. It illustrates the use of model selection procedures (Chow, Hausman, and LM tests) and 

highlights the importance of robust inference under heteroskedasticity when applying fixed-effects models to real-

world health data. The modeling framework employed here is not limited to dengue fever and can be extended 

to other infectious diseases or regional health outcomes characterized by similar panel data structures. 

Nevertheless, the findings are subject to several limitations. The analysis does not account for spatial dependence 

across districts, potential reporting biases, or time-varying omitted factors such as vector control interventions, 

climate indices, or behavioral responses. Future research may benefit from incorporating spatial panel models, 

richer environmental and policy-related covariates, and methodological approaches explicitly designed for causal 

inference. Despite these limitations, the present study contributes to the applied panel data literature by 

demonstrating a transparent and robust econometric approach to analyzing regional health surveillance data. 

From an applied econometric perspective, this study contributes a practical template for analyzing small-T, 

balanced panel data commonly encountered in provincial health surveillance systems. The results demonstrate 

the importance of careful model selection and robust inference under heteroskedasticity when working with non-

experimental health data. While the empirical application focuses on dengue fever in Aceh Province, the 

modeling framework and inferential approach are broadly applicable to other infectious diseases and regional 

public health studies characterized by similar panel data structures. 
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