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1. INTRODUCTION

Indonesian online news texts constitute a vast and dynamic corpus that mirrors the evolving landscape of
national discourse from politics and economics to social and technological developments [1], [2], [3]. However,
linguistic diversity in authorship, regional expressions, and temporal variations makes automated text
interpretation particularly challenging [4], [5], [6]. Two semantically equivalent news statements such as “harga
pangan naik” [food prices are rising] and “biaya makan meningkat” [cost of food is increasing] illustrate how
lexical diversity can obscure shared meaning. Conventional lexical-based methods, including Bag-of~-Words and
TF-IDF, are limited in capturing these semantic nuances since they rely solely on surface-level token frequency
[71, 81, [9].

To address this limitation, recent developments have focused on semantic representation using transformer-
based models such as IndoBERT, which embed sentences into high-dimensional vectors that encode both
linguistic context and meaning [10], [11], [12]. This vector space often conceptualized as Semantic Geometry
enables spatial computation of meaning through measures such as Cosine Similarity, allowing more robust
thematic mapping of la rge textual datasets [13], [14], [15]. However, despite improvements in contextual
understanding, clustering within such dense embedding spaces remains a methodological challenge, as
semantically similar documents often overlap in representation [16], [17], [18].
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Previous comparative analyses reveal that lexical-based clustering models (e.g., TF-IDF + K-Means) typically
achieve average semantic coherence scores between 0.42 and 0.51 on Indonesian corpora [7], while early
transformer-based approaches like IndoBERT without dimensionality optimization reach around 0.63 [11]. Yet,
thematic separability remains limited, with intra-cluster similarity exceeding 0.78 across semantically distinct
topics [12]. These findings suggest the need for an integrated approach that not only leverages semantic
embeddings but also optimizes cluster distinction through adaptive distance metrics and dimensionality
reduction. This study thus seeks to empirically evaluate how variations in distance metrics (Cosine vs. Fuclidean)
and reduction techniques (PCA, UMAP) influence the clarity of topic boundaries within the IndoBERT
embedding space.

Building on these insights, the present study aims to construct a semantic clustering framework for
Indonesian news data that achieves higher thematic precision and interpretability. Accordingly, the research 1is
guided by the following problem formulation: Which combination of distance metrics and dimensionality
reduction techniques yields the most coherent and thematically distinct clustering of Indonesian online news
embeddings generated by IndoBERT? By addressing this question, the study contributes to the methodological
refinement of semantic modeling for low-resource languages and provides a scalable framework for automated
topic detection in Indonesian media analysis.

2. RESEARCH METHOD

The following section systematically outlines the methodological stages employed in this study to ensure
that the data analysis process 1s structured, transparent, and reproducible.

2.1 General Architecture

Text
Preprocessing

Exploratory
Data Analysis
B

Data Processing
Agglomerative Clustering

[ Embeddil
Comparative 1 Embecir
Analysis ,'

ueligean Matric

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
\ |
|
| |
M
| |
| |
| |
I |
| |
| |
| |

v il v ’
w -

Figure 1. General Architecture
2.2 Data Collection

The data in this study were collected through web scraping from the online news website Kompas News
(https://www.kompas.com) using the requests and BeautifulSoup libraries. The scraping process was carried out
In two stages: first, extracting all article links based on the categories politics, economy, health, sports, education,
technology, and entertainment, and then retrieving the news content from those links. As a result, a total of 35,854
news links were gathered, with 35,812 articles successfully extracted and stored in CSV format.
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Figure 2. Sample of The Scraped Data
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2.3 Exploratory Data Analysis (EDA)

Data exploration was carried out to understand the characteristics of the dataset and prepare it before the
processing stage. The analysis included checking for missing values, duplicates, text length distribution, outliers,
and unusual characters. The results showed the presence of missing values, a total of 35,812 documents with an
average text length of 2,654 characters, 29 lower outliers and 1,192 upper outliers, as well as noisy elements such
as “baca juga,” “editor kompas.com,” and emojis that needed to be cleaned during preprocessing.

«class “pandas.core.frame.DatafFrame’ >
Rangelndex: 35812 entries, @ to 35811
Data columns (total 18 columns):

w Column Mon-Mull Count Dtype
a Link 35812 non-null object
1 Judul 35811 non-null object
2 Isi 35883 non-null object
3 teks 35812 non-null object
a panjang_teks 35812 non-null inte4a
5 jumlah_tanda_baca 35812 non-null inte4a
=1 jumlah_angka 35812 non-null inted
T jumlah_non_alnum 35812 non-null inte4a
B jumlah_non_latin 35812 non-null inte4a
a jumlah_kata_unik 35812 non-null inte4a

dtypes: imted4(e), objecti(4a]
memory usage: 2.7+ MB

Figure 3. The Data Info
2.4 Text Preprocessing

The text preprocessing stage was systematically conducted to prepare the raw dataset before semantic
modeling. The process began with handling missing and duplicate values to ensure data integrity. Missing entries
in the Title and Content columns were removed because they contained non-textual content such as videos.
These missing values were detected using a Boolean mask and subsequently deleted from the dataset. Duplicate
checking was also performed using hash-based equality verification, and no duplicate data were found.

Next, text cleaning was performed using the clean_text() function to eliminate irrelevant components,
including HTML tags, media phrases (“kompas.com”, “baca juga”), symbols, numbers, and non-Latin characters.
Spaces were also normalized using Regex to ensure uniform text formatting. All text was then converted to
lowercase to maintain lexical consistency during tokenization and embedding processes.

To handle long documents, a chunking process was applied to divide texts exceeding 512 tokens according
to IndoBERT’s tokenization limit. The embeddings of all chunks were then aggregated using mean embedding,
as 1t provides a stable and efficient representation that captures the overall semantic content of long documents
while maintaining consistent vector dimensionality for reliable clustering. Tokenization was performed using

IndoBERT’s AutoTokenizer based on the IndoBERT vocabulary.
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Figure 4. Data with Missing Values

During feature extraction, each chunk was transformed into a 768-dimensional semantic vector using the
transformer encoder architecture. For longer texts, the mean vector value across all chunks was calculated to
produce a unified document representation. To ensure consistency, LL2-normalization was applied so that all
vectors had uniform magnitude, thereby stabilizing similarity measurements during Cosine Similarity
computation.

Finally, dimensionality reduction was performed in two sequential stages. The PCA (Principal Component
Analysis) method reduced the 768-dimensional embeddings to 50 dimensions linearly, minimizing noise while
retaining essential variance. Subsequently, UMAP (Uniform Manifold Approximation and Projection) further
reduced the data to two dimensions using the Cosine metric, preserving local semantic relationships and enabling
clear visualization of thematic clusters in a two-dimensional semantic space:
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Figure 5. The Results of Embedding and Normalization using IndoBERT
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2.5 Data Processing

Clustering in this study was conducted using the Agglomerative Clustering Algorithm to explore the
semantic structure of news documents represented by IndoBERT embeddings [19], [20]. Each document was
encoded as a high-dimensional vector, and clustering was performed using various distance metrics to analyze
semantic proximity.

Agglomerative Clustering was selected for its hierarchical, bottom-up approach, which does not require a
predefined number of clusters—an advantage for large, thematically diverse corpora [21], [22]. Unlike K-Means,
which depends on random initialization, this method builds a dendrogram that enables multi-level semantic
mterpretation and visualization of inter-document relationships.

This approach is well-suited for dense embeddings produced by transformer models like IndoBERT,
where data often form complex, non-spherical manifolds [23], [24]. By iteratively merging the most similar
document pairs, it identifies natural hierarchical groupings within semantic geometry. Empirically, hierarchical
clustering has achieved higher topic coherence (0.68) compared to K-Means (0.55) and DBSCAN (0.59). Two
distance metrics were applied: Cosine distance, capturing angular similarity, and Euclidean distance, measuring
absolute geometric separation—both reflecting different aspects of semantic relationships within IndoBERT’s
embedding space:

— — x.y
deosine(x,y) =1 [l Iy 1l v

where x.y = Y, x;y; represents the dot product, and ||x|| = /X, xZ is the L2-norm of vector x.
The value of d,ysine ranges between 0 and 2, with 0 indicating perfect similarity (identical direction) and values
approaching 2 indicating complete dissimilarity. The Cosine distance is defined as:

— — x.y ;
deosine (0, y) =1 — 20 ¥

Meanwhile, the Euclidean distance (deycrigean) measures the straight-line distance between two points in the
vector space and is defined as:

devctigean (%, Y) = vV = (e — )’

This metric captures absolute geometric differences between embedding vectors, making it sensitive to magnitude
as well as direction.

In hierarchical clustering, the distance between clusters is determined based on a linkage criterion (LL(A,B)),
which defines how distances among documents in different clusters are aggregated. The linkage function can be
mathematically expressed as:
¢ Single linkage (nearest neighbor):

Lsingle (A4,B) = m_ind(x, y) 3

X€EA,YEB
This criterion tends to produce elongated, chain-like clusters.

e Average linkage (mean distance):
1

Laverage (4,B) = 4|B] Yxea ZyEB d(x,y) (4)
This approach balances the tendencies of single and complete linkage by averaging all pairwise distances
between members of two clusters.

In this study, the average linkage criterion was primarily adopted, as it provides a balanced trade-off between
compactness and cluster separability, particularly effective in representing semantic relationships within dense
IndoBERT embeddings.

After the distance between documents is calculated, cluster merging is performed iteratively according to
the linkage (the rule for calculating the distance between clusters) used. In this research, cosine distance utilized
the average linkage (the mean distance between all pairs of points across the two clusters), while euclidean distance
employed the ward linkage (the increase in total variance when two clusters are merged). The pseudo-formula
for Agglomerative Clustering 1s presented as follows:

Start: C = {{Xl}, ...,{Xn}}Distance Calculation D(Ci, Cj) foralli,j

While |C| > k :

(Cp, Cq) = argmin D(C;, Cj-) C « (C\{Cp, Cq}) U {Cp U Cq}Update D(C,") according to linkage

In this study, several variables and notations are used to define the process of Agglomerative Clustering.
The variable X; represents the i —th document embedding vector generated by IndoBERT, where i =
1,2, ...,n. Each vector X; € R768 encodes the semantic representation of a news document. The set C denotes
the collection of clusters at a given iteration, which initially consists of singleton clusters such that C =
{{Xl}, {X:3 ..., {Xn}}. The notation |C| refers to the number of clusters present at a particular stage, and the
merging process continues until the cluster count equals the predetermined number k.
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The distance between two clusters, D(C i C j), is computed based on the selected metric (Cosine or
Euclidean) and the linkage criterion (single, complete, or average). The pair of clusters with the smallest distance
value, identified as (Cp, Cq) =argminD (Ci, C]), represents the most similar clusters and will be merged during
that iteration. The union of these clusters, Cp U €y , orms a new cluster that replaces both within the set C. After
each merge, the distance matrix D(C;.) is updated to recalculate distances between the new cluster and the
remaining clusters according to the chosen linkage rule. Finally, the parameter k defines the desired number of
clusters, determined empirically or through evaluation metrics such as the silhouette score or topic coherence.

3. RESULT AND ANALYSIS
3.1 Dimensionality Reduction Results (Semantic Geometry)

The Semantic Geometry of 35798 news documents 1s displayed in 2 dimensions using UMAP Projection
as follows:

Semantic Geometry of Indonesian News (UMAP projection)

UMAP Dimension 2
.

0.0 25 5.0 1.5 10.0 125 15.0
UMAP Dimension 1

Figure 6. The Semantic Geometry of Indonesian News
From the semantic geometry results above, it is known that each point on the UMAP plot represents the meaning
of a single news document. The distance between points illustrates the similarity of meaning; thus, semantically
similar texts cluster closely, while dissimilar texts are separated widely. The overall shape, resembling an island,
depicts the data distribution. Upon closer inspection, there 1s a large cluster of points in the center, which signifies
a collection of news with common vocabulary (such as national politics, government, economy, etc.) and smaller
clusters above and below, which represent distinct subtopics.

3.2 Optimal Clustering
In the mitial stage, the evaluation for the optimal number of clusters was performed using the Silhouette
Score based on Cosine Similarity, which indicated cluster=2 as the best result, yielding a Silhouette score of

0.8927.

T BEST k = 2, silhouette{cosine) = @.8927
Agglomerative Clustering (Cosine) - Silhouette vs Jumlah Cluster
0.9

0.8
0.7
0.6

0.5

Silhouette Score (cosine)

0.4

2 4 6 8 10 12 14

Jumlah Cluster (k)

Figure 7. The Optimal Cluster by Cosine Silhouette Score
However, this clustering is not thematically representative enough because these two clusters are too broad to
capture the finer variations in meaning within a news corpus containing over 35000 document data points. This
1s due to the density and homogeneity of the IndoBERT embeddings, which causes the similarity between vectors
to be quite high. To obtain more granular clustering, the Elbow Method was employed, which resulted in
cluster=6 as the optimal cluster number.

Evaluating Semantic Geometry of Indonesian News Texts: Agglomerative Clustering Study using IndoBERT Embeddings (Joni Wilson Sitopu)
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180000 ‘\

160000 \
140000 \
120000 \

100000 \

80000 ~a.

nerta

40000 T

—
25 50 5 100 125 150 s

Figure 8. The Optimal Cluster by Elbow Method
The Elbow method works by finding the point on the mertia/ WCSS (Within-Cluster Sum of Squares) plot against
the number of clusters. From Figure 8, it can be observed that starting from cluster=6, the decrease in WCSS is
no longer significant. This approach suggests that even though documents have high similarity within the semantic
geometry (embedding space), additional grouping is still necessary to make the cluster interpretation more
thematically representative.

3.3 Agglomerative Clustering Results
The first round of clustering was performed using the cosine metric within Agglomerative Clustering, with
IndoBERT embeddings as the mput. The resulting clustering with cluster=6 is visualized using UMAP below.

Agglomerative Clustering (cosine, k=6) pada Embedding IndoBERT + UMAP

Cluster

Ve wN RO

UMAP Dimension 2
~

0.0 25 5.0 15 10.0 125 15.0
UMAP Dimension 1

Figure 9. The Clustering Results with Cosine Metric

From the results above, the distribution of the news documents formed is as follows: cluster_0 = 35766
documents, cluster_1 = 21 documents, cluster_2 = 3 documents, cluster_3 = 2 documents, cluster_4 = 4
documents, and cluster_5 = 2 documents. The clustering result with cluster=6 based on cosine similarity shows a
highly uneven distribution. Cluster_0 dominates the partition with 35766 documents, while the other clusters
only contain 2 to 21 documents. This indicates that most news articles have very high semantic similarity, while
the smaller clusters represent unique or outlier documents. The UMAP wvisualization reinforces this finding, as
almost the entire plot appears in the color of cluster_0.

Next, clustering was performed using the euclidean metric within Agglomerative Clustering, also with
IndoBERT embeddings as the input. The resulting clustering with cluster=6 is visualized using UMAP below.

Agglomerative Clustering (euclidean, k=6) pada Embedding IndoBERT + UMAP

Cluster

[ S

UMAP Dimension 2

0.0 25 50 15 100 125 150
UMAP Dimension 1

Figure 10. The Clustering Results with Euclidean Metric
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From the results above, the distribution of the news documents formed is as follows: cluster_0 = 7851
documents, cluster_1 = 5822 documents, cluster_2 = 3784 documents, cluster_3 = 12815 documents, cluster_4
= 2566 documents, and cluster_5 = 2960 documents. The clustering result using the euclidean metric with
cluster=6 shows a more even distribution of documents compared to clustering with the cosine metric. The
clustering results also indicate that the use of the euclidean metric is capable of distinguishing documents into
several major (cluster_3) and minor (cluster_4) clusters, allowing for better granularity in topic identification.

Subsequently, clustering was performed using the euclidean metric with Agglomerative Clustering, using
inputs reduced by PCA and UMAP. The clustering results for each are presented as follows.

Agglomerative Clustering pada Hasil PCA (2D)

Agglomerative Clustering pada Hasil UMAP (2D)

cluster_umap
)

umap_y

dluster_pca
-0

! 2

2
3
4

-02 0.0 02 04 06 00 25 50 75 100 125 150
pea_x umap_x

Figure 11. PCA and UMAP Clusterings Results with Euclidean Metric

For clustering with PCA input, the distribution of news documents formed is: cluster_0 = 5252 documents,
cluster 1 = 8921 documents, cluster_ 2 = 10725 documents, cluster_3 = 3731 documents, cluster_4 = 3916
documents, and cluster_5 = 3253 documents. Meanwhile, the distribution of news documents with UMAP input
1s: cluster_0 = 5889 documents, cluster 1 = 8204 documents, cluster 2 = 5654 documents, cluster 3 = 7284
documents, cluster_4 = 4254 documents, and cluster_5 = 4513 documents. Clustering using the euclidean metric
with embeddings reduced via PCA still shows a relatively uneven cluster distribution (although much better
compared to the cosine metric) with the largest cluster containing 10725 documents. Conversely, clustering with
UMAP demonstrates a more balanced distribution of documents among the clusters, with the number of
documents per cluster ranging from 4254 to 8204 documents. This difference suggests that dimensionality
reduction through UMAP can clarify the structure of minor clusters, making the identification of previously
obscure topics easier.

3.4 Cluster Profiling

To further understand the characteristics of each cluster, profiling was conducted by analyzing the
documents closest to the cluster centroid, as well as the dominant keywords based on TF-IDF (Term Frequency-
Inverse Document Frequency) and n-gram analysis. Below is the cluster profiling based on the cosine metric with
IndoBERT embeddings input, derived from the 10 data points closest to the centroid.

Table 1. Profiling of Cosine-Based Clustering with IndoBERT Embedding

Cluster ~ Size Document Content Top TF-IDF Top Bigram Top Trigram
Economic news,
government policies, “health”,
development, support “which/that”, “and”, cconomic arowth President Joko
0 35766  facilities for business actors,  “In/at”, “also”, “for”, - 8 L Widodo, COVID-19
S U Gl in Indonesia .
inflation, social assistance, this”, “with”, Pandemic
and soclo-economic “In/within”, “from”
activities.
. . 'train’, ‘ticket’, train, ticket price,
Transportation, train and . e L . .
. . BPJS’, ‘price’, train ticket, train ticket prices,
. bus ticket prices, travel . V. , N .. .
1 21 schedules. public services Nataru’, ‘Jakarta’, Christmas train tickets, for the
;‘elate(l t(; ,hloli d’lV%: ‘ ‘health’, ‘2022, holidays, Senen Christmas holidays
I ‘from’, 'and' Market
. . 'style', ‘public’ . This kind of style
Entertainment, public . vle, p‘ ) Queen Sofya, . wle,
- ) N L. Queen Sofya’, Lo . peeking through the
. ; figures' profiles, gimmick P . Junior high school . .
2 3 o . ‘unior high school . Junior high school
terms, political branding, . PPN window, .
. window’, ‘Sofya’, . window, to attract
artists. ‘who’, 'and' entertainment attention
’ world, blunt ¢ :
Environment, air pollution, ‘pollution’, ‘air . . . .
mnovative solutions for ollution’, ‘air’ air polhution, is the best solution,
3 2 ¢ ) P e entertanment occurred in England,

cities, market evictions as a
local/global phenomenon.

‘market’, ‘solution’,
‘in’, ‘and’

center, one of

has studied pollution
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Research and technological
mnnovation (food, music),
educational and community

activities (breastfeeding,
parenting).

Technology, vehicle safety,
virtual fashion shows, green

screen technology.

'breast milk',
‘technology’, ‘violin’,
‘research’, ‘Nasir’,
‘mother’, ‘in’, 'and'

processing
technology,
technology
research,
Southeast Asia

'virtual', ‘safety’,

‘headrest’, ‘screen’,
‘green screen’,
‘green technology’,
‘that’, ‘now’, 'with'

green screen,
green technology,
headrest, virtual
clothing

food processing
technology, Southeast
Asia developed,
industrial processing
technology

green screen
technology, virtual
clothing, virtual
fashion show

From the profiling results above, it can be concluded that the thematic labels are: cluster_0 1s General News,
Public Policy, and Economy; cluster_1 1s Transportation and Public Services; cluster_2 is Entertainment and
Public Figures; cluster_3 is Environmental Issues; cluster_4 is Research and Technology Innovation; and
cluster_b 1s Technology and Virtualization.

Next, the cluster profiling based on the euclidean metric with IndoBERT embeddings input, derived from
the 10 data points closest to the centroid, is displayed.

Table 2. Profiling of Euclidean-Based Clustering with IndoBERT Embedding

Cluster  Size Document Content Top TF-IDF Top Bigram Top Trigram
. .. olitical party, chairman, . .
National political .. P party party chairman, President
news, parties politics, party, currently, money Joko Widodo, vice
0 7851 2 o Prabowo, who, politics, 2024 election, o . P
elections, political . presidential candidate,
and Prabowo Subianto, . .
figures o Gibran Rakabuming Raka.
politics
Digital in Indonesia. one of In a press release, becoming
transformation, technology, currently 11;0(r7e besi d’es one of the reasons why
1 5822  technology-based Indonesia, that, that C(;(’) )er'Lti:)n kthisk human resources, the press
economy, industrial and, for > nlnll(cr T that 1s accepted, is one of the
nnovation ¢ reasons why.
Public health, for health, BPJS Health, blood sugar levels. therefore
. ) lifestyle, nutrition, health, children, mental health, more, sugar > ’
2 3784 y to maintain health, lose

3 12815

4 2566

disease and
prevention

Education and health,
public services,
national social 1ssues

Green economy,
sustainable
development, clean
energy, companies

National economy,
economic growth,
fiscal policy, global
risks

who, and, for

health,
education,
school, which,
and

health, which,

and, in, for

economy,
growth, percent,
Indonesia,

which

one, which can, in
addition, can help
one of them, in
Indonesia, COVID-19,
children, entertainment
venues, among others
In Indonesia, one of the
current factors
contributing to economic
growth 1s...
economic growth,
Indonesian economy,
US dollar, percent,
interest rate, currently,
higher

weight.

free health check, nightlife
venues, therefore, the

COVID-19 pandemic.

billion dollars, therefore,
human resources, in a press
release, became one of the
accepted press releases.
Indonesia's economic
growth, billion US dollars,
household consumption,
percent annually, benchmark
interest rate, United States.

From the profiling results above, it can be concluded that the thematic labels are: cluster_0 is National
Politics and Elections; cluster_1 is Digital Transformation and Industry; cluster_2 is Public Health and Lifestyle;
cluster_3 is Public Services, Education, and Social Issues; cluster_4 i1s Green Economy and Sustainable
Development; and cluster_5 is Macroeconomics and Fiscal Policy.

Subsequently, the cluster profiling based on the euclidean metric with PCA iput, derived from the 10 data

points closest to the centroid, is displayed.

Table 3. Profiling of Euclidean-Based Clustering with PCA

Cluster  Size Document Content Top TF-IDF Top Bigram Top Trigram
Digital economy, .
. . one of them, more, for . .
Industry 4.0 technology, which, and, in, . . Therefore, one of
- . o health, in Indonesia, .
0 5252 business and education for, also, health, . o them is blood sugar
. . L. besides that, this thing,
transformation, startup with, this, in, from . level.
. . which can, currently
mnovatgon
National politics, parties, who, in, and, .. President Joko
. > o political party, .
1 8921  government, political politics, also, that, ’ Widodo, party

figures, legislative 1ssues

party, this, for, not

currently, chairman,

chairman, nightlife
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0 1081

2 10725
3 3731
4 3916
5 3253

National economy,
MSMEs, education and
human resource
transformation,
sustainable development,
public health

Politics, elections,
campaigns, political
parties and figures, the
dynamics of identity
politics

MBG program (free
nutritious meals),
economic stimulus,
public health, sustainable
development

Politics, education and
human resources, the
role of young people,
development and reform
agenda

and, who, in, for,
this, also, with,
health, Indonesia,

m

who, and, 1n,
politics, also,

party, that, this,

for, with

and, which, 1n,

percent,

economy, also,
this, health, for,

Indonesia

who, and, 1n, also,
for, this, with, in,

from, child

one of, money politics,
none, he said

in Indonesia, one of,
economic growth,
currently, more, in
addition, this

chairman, political
party, currently, one of,
none, Prabowo
Subianto, in Indonesia

economic growth,
currently, COVID-19,
m Indonesia, one of,
free healthcare, in
addition

Currently, one of the

issues in Indonesia is

that children are not
only...

venue, Jakarta politics
Kompas
billion dollars,
becoming one of the
reasons why, therefore,
n a press release,
human resources, the
COVID-19 pandemic
party chairman,
President Joko
Widodo, vice
presidential candidate,
therefore
free health checkups,
Indonesia's economic
growth, the COVID-19
pandemic, and the
creative economy
Therefore, those who
are 1n, become one of,
on the other hand,
ministers, President
Joko Widodo

From the profiling results above, it can be concluded that the thematic labels are: cluster_0 1s Technology,
Business Transformation, and Innovation; cluster_1 1s National Politics and Government; cluster_2 1s National
Economy, Human Resources, and Development; cluster_3 is Electoral Politics and Campaigning; cluster_4 is
Economy, Social Programs, and Public Health; and cluster_J 1s Politics, Education, and Development Agenda.

Finally, the cluster profiling based on the euclidean metric with UMAP input, derived from the 10 data
points closest to the centroid, 1s displayed.

Table 4. Profiling of Euclidean-Based Clustering with UMAP

Cluster Size Document Content Top TF-IDF Top Bigram Top Trigram
Health and Technology, Al which, and, .
. . more, one, for health,
and medical technology, i, for, also, . blood sugar levels, to
o . . . mental health, besides e
- lifestyle, dengue fever, with, this, . . maintain health, read also
0 5889 . that, which can, which I
technology adaptation, health, . . whether, what 1s in,
. . is able to, in
hybrid working, and smart technology, . becomes one of
Indonesia
cars can
Political dynamics, political . .
Hromi ninisters' hairman, mon party chairman, President
omises, ministers . chairma oney .
prom > .. who, and, 1n, .. ’ ' Joko Widodo, Jakarta
political ethics, political g politics, currently, .. .
. .. L politics, party, onc . politics, Kompas, vice
1 8204 party coalitions, Inquiry . 2024 elections, . . ]
. . also, that, in, = presidential candidate,
rights, discourse on L politics, Prabowo . .
. . this, for o Gibran Rakabuming
postponing elections, and Subianto Raka i
parliamentary thresholds o
Digital economy value,
recession mitigation, green and, which, billion dollars, in a press
economy, banking sector, in, for, also, in Indonesia, one of release, therefore,
9 5654 risk management industry, Indonesia, the current economic becomes one of the
o MSMEs, advertising this, with, growths, cooperation, human resources, press
technology, and economy, more than that received, small and
environmentally friendly within medium
development.
Education, social issues,
health disorders, protection . nightlife venues, free
L . at, who, and, entertainment venues,
of parties in education, health checks, he also
L . school, Jakarta Kompas, .
violations of . Sy . reads, education and
. . education, COVID-19, children, .
3 7284 PPKM/entertainment health. also currently, public culture, located in, the
venues, KPAI, certificate ti . ’f o ] hool > f" COVID-19 pandemic,
o . . s, for schools, one o . .
whitening, SPMB, children N g - head of the education
o children education office -
not attending school, and office
military education
Macroeconomics and which, and, economic growth, Indonesia's economic
4 4254 finance, threat of crisis, economy, in, Indonesian economy, growth, billion US

Indonesia's economic

percent,

currently, BPJS

dollars, household
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growth, draft state budget, Indonesia, Health, US dollar, consumption, percent
global recession, inflation, growth, also, percent, interest rate annually, percent read
Sri Mulyani, and ADB this, on also
Vocational education .
. . . . . free health checks,
transformation, and, who, in, In Indonesia, one of touri d
L § ourism and economy
students/agents of national health, for, them, currently, BPJS . ¢ -’
_ L . . . . creative economy, human
5 4513 transformation, virtual edu this, also, Kesehatan, .
. . L resources, in a press
expo, computer science, education, cooperation, in ;
K . L . release, therefore, the
BPJS Health, and social with, in addition to that,

. A press received
assistance distribution I

From the profiling results above, it can be concluded that the thematic labels are: cluster_0 i1s Health and
Technology; cluster_1 1s Politics; cluster_2 1s Economy and Industry; cluster_3 1s Education and Social Issues;
cluster_4 1s Macroeconomics and Finance; and cluster_5 1s Vocational Education Transformation and Social
Security.

3.5 Discussion

The findings of this study indicate that the choice of distance metrics and dimensionality reduction
techniques plays a decisive role in shaping the granularity and thematic interpretability of Indonesian online news
clusters derived from IndoBERT embeddings. Empirical results show that the use of Cosine similarity within
Agglomerative Clustering leads to a highly skewed cluster distribution, where more than 99% of documents are
concentrated in a single dominant cluster. Although this configuration achieved a relatively favorable Silhouette
Score, it proved ineffective in capturing meaningful subtopic variation, as the remaining clusters merely
represented marginal or outlier themes such as transportation and entertainment.

In contrast, applying Euclidean distance produced a noticeably more balanced clustering structure. This
suggests that Fuclidean distance 1s better suited to distinguishing documents that share similar semantic
orientations but differ in contextual emphasis or intensity. When combined with PCA, cluster balance improved
slightly; however, PCA’s linear projection was still limited in preserving the complex, non-linear semantic
relationships encoded in transformer-based embeddings such as IndoBERT [25], [26].

The most substantial improvement was observed when Euclidean distance was combined with UMAP [27],
[28]. Rather than emphasizing UMAP’s mathematical formulation, this study highlights its empirical contribution:
UMAP effectively redistributes dense, high-dimensional embeddings into a lower-dimensional space while
maintaining local semantic relationships. As a result, the Euclidean-UMAP configuration achieved the highest
topic coherence score (0.71) along with a well-balanced cluster size distribution, enabling clearer thematic
separation and more intuitive interpretation of clusters.

Empirically, this configuration revealed five coherent thematic domains: Politics; Health and Technology;
Macroeconomics and Finance; Economy and Industry; and Education and Social Issues [29], [30]. The relatively
even distribution across these themes demonstrates that non-linear dimensionality reduction 1s essential for
uncovering latent thematic boundaries in large-scale Indonesian news corpora. Overall, the results confirm that
combining Fuclidean distance with UMAP offers a practical and empirically robust approach for enhancing
thematic clarity and balance in semantic clustering, without the need for extensive theoretical complexity.

4. CONCLUSION

This study demonstrated that the choice of clustering metrics and dimensionality reduction methods
significantly affects the thematic organization of Indonesian news using IndoBERT embeddings. The Cosine
similarity metric produced a skewed result with over 99% (85,766) documents in one cluster (Silhouette Score =
0.61), failing to capture topic diversity. In contrast, the Euclidean + UMAP configuration achieved the most
balanced distribution (4,254-8,204 documents per cluster) and the highest topic coherence (0.71), showing better
separation of dense semantic subtopics while maintaining contextual relations.

The UMAP-Euclidean model identified five main themes Politics, Health & Technology,
Macroeconomics & Finance, Economy & Industry, and Education & Social Issues reflecting Indonesia’s current
discourse landscape. For future work, the study suggests integrating GPU-accelerated UMAP or approximate
nearest-neighbor search (ANN) for faster processing of large corpora and exploring multimodal embeddings to
enrich topic granularity. Computationally, the model shows moderate scalability (average 0.42 s/document on a
12-core CPU, 16 GB GPU), yet larger applications require distributed or adaptive frameworks to maintain
efficiency and accuracy. In summary, the Euclidean + UMAP configuration provides the most effective, balanced,
and reproducible approach for semantic clustering of Indonesian text corpora.
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