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 The preservation and accessibility of traditional scripts such as Harah Jawoe—a 

regional Jawi variant used in Acehnese manuscripts, pose significant challenges 

due to the lack of automated transliteration tools and the structural complexity 

inherent in word-level handwriting. This study directly addresses these 

limitations by proposing an AI-based transliteration approach that focuses on 

word-level recognition through the YOLOv8 object detection architecture. A 

dataset comprising 9,000 augmented images from the Hikayat Aceh manuscript 

was utilized to train and evaluate four YOLOv8 variants (small, medium, 

normal, and big). The primary contribution of this research is the integration of 

advanced object detection techniques with the transliteration of low-resource 

scripts, enabling robust and accurate word-level recognition. Experimental 

results indicate that the YOLOv8-big model delivers the most consistent and 

reliable performance, achieving a peak mAP50–95 of 72.4% and an accuracy of 

99.95%. These outcomes underscore the potential of modern AI models to 

advance the digital preservation and accessibility of Southeast Asian manuscript 

heritage. 
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1. INTRODUCTION 
Transliteration plays a vital role in preserving and interpreting ancient manuscripts by converting obsolete 

scripts into modern writing systems while retaining their phonetic fidelity [1]. This task becomes particularly 

challenging for under-documented regional scripts such as Harah Jawoe, an Acehnese adaptation of Jawi, due to 

their hybrid orthographies, linguistic diversity, and significant contextual variation [2], [3], [4], [5], [6], [7]. Declining 

public literacy and the lack of formal instruction have further endangered these traditional scripts. Jawi and Harah 

Jawoe encapsulate historical and cultural narratives, such as those found in the Hikayat Aceh manuscript, making 

effective transliteration crucial for cultural heritage preservation [8], [9], [10], [11], [12], [13]. In this research, 

annotated images from the Hikayat Aceh manuscript were used to develop a machine learning transliteration 

dataset, connecting traditional philological knowledge with advanced computational approaches [14], [15], [16]. 

While prior computational studies primarily addressed isolated Jawi character recognition [17], [18], transliteration 
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at the word level remains a significant challenge due to the positional and morphological variability of Arabic-

derived scripts. Techniques such as Freeman Chain Code, Support Vector Machines (SVM) [19], Local Binary 

Patterns (LBP) [20], and especially Convolutional Neural Networks (CNNs) [21] have demonstrated strong 

performance, with CNNs achieving high accuracy even under challenging imaging conditions. 

Despite these advances, no prior research has proposed an object detection-based approach, such as 

YOLOv8, specifically targeting word-level segmentation and transliteration for Harah Jawoe or similar scripts. 

Existing solutions largely overlook the need to detect and transliterate meaningful word clusters, focusing instead 

on isolated character classification. This represents a critical research void, there is a lack of end-to-end 

transliteration systems that can robustly handle the segmentation, recognition, and conversion of entire word units 

from historical manuscripts written in regional scripts [22], [23]. 

To address this gap, this study introduces a novel transliteration framework based on the advanced YOLOv8 

object detection model, recognized for its high speed and accuracy in real-time image analysis [24], [25]. Here, 

YOLOv8 is adapted to identify and classify entire word segments in Harah Jawoe script, using annotated images 

from the Hikayat Aceh manuscript. Expert linguistic annotation ensures precise pairing of script images with their 

Latin transliterations, allowing the model to learn robust visual-word mappings. This integrated approach 

demonstrates the efficacy of deep learning for word-level script recognition and transliteration, offering a scalable 

solution for digital philology and the preservation of endangered regional scripts. 

In summary, this research fills the gap left by existing transliteration methods by providing a scalable, 

automated solution for word-level transliteration of Harah Jawoe manuscripts using advanced object detection 

techniques. This approach not only addresses the segmentation and contextual recognition challenges inherent to 

regional scripts, but also sets a precedent for the digital preservation of other low-resource, endangered writing 

systems. 

 

2. RESEARCH METHOD 
The transliteration workflow from Harah Jawoe to Latin script (Figure 1) consists of sequential stages: dataset 

collection, pre-processing, splitting, model development, YOLOv8-based implementation, and comprehensive 

evaluation. Experiments were supported by an HP 14s-fq2 laptop (AMD Ryzen 7 5825U, 16 GB RAM, 512 GB 

SSD, Windows 11) and accelerated in the cloud using Google Colab Pro+ for GPU-based training. Python and 

TensorFlow formed the core software stack, enabling efficient model development and analysis across all phases 

of the study. 

 

 
Figure 1. Workflow of the Harah Jawoe to Latin Script Transliteration Process 

 

2.1.  Dataset Collection 

The process commences with comprehensive dataset collection, wherein images of Harah Jawoe script are 

systematically gathered from the Hikayat Aceh manuscript [17]. The initial dataset comprises 132 high-resolution 

JPG images (1080 × 1080 pixels), with each image corresponding to one of 20 unique words. To capture the 

inherent variability in handwriting, each word is represented by 12 to 18 different samples, reflecting the diverse 

visual forms found in actual manuscript contexts. To further enhance the dataset and support robust model 

training, additional images were synthesized using an online Jawi text editor 

(https://www.lexilogos.com/keyboard/jawi.html) and by employing various widely used fonts in Microsoft Word, 
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including Arabic Traditional, Arial, Adobe Arabic, and Courier New. This multi-faceted approach ensures a 

comprehensive and representative dataset, encompassing the range of character shapes and styles present in Harah 

Jawoe script, and thereby supports the development of a more generalizable transliteration model. 

2.2.  Pre-processing 

The subsequent stage, pre-processing, is essential for transforming the raw data into a form suitable for model 

development. Initially, sentence-level images are meticulously cropped to extract and isolate individual word 

segments, as illustrated in Figure 2. This step is critical to ensure that the model can effectively learn word-level 

features rather than broader sentence structures. Following the cropping process, each image is systematically 

labeled and annotated with its corresponding Latin transliteration, thereby facilitating supervised learning. To 

further enhance the diversity and robustness of the dataset, a variety of data augmentation techniques are employed, 

including rotation, shifting, and scaling. These augmentations not only expand the dataset but also introduce 

variability that simulates different writing conditions and styles. As a result of these comprehensive pre-processing 

and augmentation procedures, the final dataset comprises 3,000 high-quality word-level images, providing a solid 

foundation for effective model training and evaluation. 

 

 
 

 
Figure 2. Harah Jawoe script dataset samples. (a) Example of an original sentence-level image containing 

multiple words in Harah Jawoe script. (b) Example of a cropped word-level image, isolated from the 

original sentence-level dataset. 

 

2.3.  Data Splitting 

Following pre-processing and augmentation, the dataset undergoes a structured partitioning process to 

facilitate effective model development and objective performance evaluation, as illustrated in Figure 1. The 

complete dataset, consisting of 9,000 annotated word-level images, is systematically divided into three distinct 

subsets: training, validation, and testing datasets. 

Specifically, 7,800 images are allocated to the training set, which serves as the foundation for fitting and 

learning the parameters of the YOLOv8 model. The validation set comprises 600 images and is utilized throughout 

the training process to fine-tune hyperparameters, prevent overfitting, and monitor model generalization. The 

remaining 600 images are reserved as the testing set, providing an unbiased and independent means to evaluate 

the model's final performance. 
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This carefully designed data split ensures that each subset serves a distinct and complementary role, training 

data enables the model to learn the complex patterns of Harah Jawoe script, validation data supports iterative 

optimization and early stopping, and testing data yields a robust assessment of the transliteration system’s accuracy 

and generalizability on previously unseen examples. Such partitioning is crucial for the development of a reliable 

and generalizable deep learning model. 

2.4.  Model Development 

The central component of this research is the implementation of the YOLOv8 object detection architecture, 

which was selected due to its demonstrated effectiveness in real-time, high-precision detection tasks across various 

domains. YOLOv8 employs a modular design consisting of three main elements: the backbone, the neck, and the 

head. The backbone is responsible for extracting hierarchical visual features from input images, enabling the model 

to capture intricate patterns and structures inherent in the Harah Jawoe script. The neck serves to aggregate and 

refine the extracted features, facilitating the flow of relevant information to subsequent layers. Finally, the head 

generates bounding boxes and assigns class labels, thereby producing precise localizations and confident 

classifications of word-level objects within each image. 

To optimize the model’s learning capacity and assess its performance under varying training conditions, the 

YOLOv8 architecture is trained on the annotated dataset using multiple epoch settings (specifically, 30, 50, 70, 90, 

and 100 epochs). This approach enables a systematic investigation of the learning dynamics, convergence behavior, 

and the identification of the optimal training duration for achieving robust word-level transliteration. The use of 

labeled data throughout the training process ensures that the model effectively learns to detect, segment, and 

transliterate Harah Jawoe script with high accuracy. 

 

2.5.  Model Implementation 

Upon completion of the training phase, the optimized YOLOv8 model is deployed to conduct word-level 

segmentation and transliteration on previously unseen images of the Harah Jawoe script. In this inference stage, 

the model systematically analyzes each input image, identifying and localizing word objects by generating bounding 

boxes around them. For every detected word segment, the system assigns a class label that corresponds to its 

appropriate Latin script transliteration, as learned from the annotated dataset. This integrated process enables the 

automated recognition and conversion of Harah Jawoe words into their Latin equivalents, thereby facilitating 

efficient and accurate transliteration across diverse image samples. The end-to-end workflow not only streamlines 

the transliteration of complex regional scripts, but also enhances the accessibility and digital preservation of 

Acehnese manuscript heritage. 

2.6.  Evaluation 

The performance of the proposed transliteration system is rigorously evaluated using a set of widely accepted 

quantitative metrics: recall, precision, F1-score, and accuracy. Each of these metrics is derived from the confusion 

matrix, which provides a comprehensive summary of the model's predictions in relation to the ground truth 

annotations (see Equations 1–4) [26], [27], [28], [29]. Collectively, these measures assess the system’s ability to 

accurately detect, recognize, and transliterate Harah Jawoe words within manuscript images. 

Recall quantifies the proportion of actual positive instances (correctly identified word segments) that the 

model successfully detects, as defined by Equation (1): 
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Precision measures the proportion of predicted positive instances that are truly correct, as shown in Equation 

(2): 
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The F1-score, given in Equation (3), is the harmonic mean of precision and recall, providing a balanced 

evaluation that accounts for both false positives and false negatives: 
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Accuracy, as defined in Equation (4), represents the overall proportion of correct predictions (both positive 

and negative) relative to the total number of cases: 
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In these equations, TP (true positives) refers to the number of correctly identified Harah Jawoe word 

segments, TN (true negatives) refers to the number of correctly identified non-word segments, FP (false positives) 
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denotes segments incorrectly identified as words, and FN (false negatives) indicates actual word segments that were 

missed by the model. 

By employing these rigorous evaluation metrics, the study ensures a robust and objective assessment of the 

transliteration model’s performance, facilitating meaningful comparison with existing approaches and providing 

insight into areas for further improvement. 

 

3. RESULT AND ANALYSIS 

3.1.   Data Augmentation Techniques  

Subsequently, a rotation process was applied to generate variations in object orientation by rotating the images 

at various angles. In addition to rotation, several other augmentation techniques were employed in this study, 

including changing the image background color, adjusting brightness levels (both enhancement and reduction), and 

modifying the text color within the images. In this phase, the text was transformed into several color variations, 

such as red and green. Further diversity was achieved by combining multiple augmentation techniques such as 

rotation and background adjustment to generate a more varied dataset than the original. Examples of the applied 

augmentation techniques are presented in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Example of an Object Before 

Augmentation 

 

 

 

 

 

 

 

 

 

 

 

(b) Rotational Variation Applied 

to Script 

 

 

 

 

 

 

 

 

 

 

 

(c) Background Color Variation 

 

 

 

 

 

 

 

 

 

 

(d) Text Color Variation 

Applied to Script 

 

 

 

 

 

 

 

 

 

 

(e) Brightness Adjustment on 

Script Object 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Examples of user input images (post-augmentation) supplied to the YOLOv8 model for detection and 

transliteration. These images represent the visual diversity—including rotation, background and text color 

changes, and brightness adjustments—that the model must generalize to during evaluation. 

 

 

3.2.  Dataset Expansion and Preparation 

The dataset was expanded from an initial 3,000 to 9,000 images using various augmentation techniques to 

improve model robustness and performance. This expansion aimed to assess the effectiveness of different YOLO 

model variants, including the small, medium, normal, and big versions. To accommodate these models, the final 

dataset of 9,000 images was resized into multiple dimensions specifically 80px, 540px, and 1080px according to 

the model types. 

Resizing the images ensured that the model could process different input sizes during training, allowing it to 

learn from varying image scales and improving its ability to detect and recognize objects with higher accuracy. After 

resizing, the images were merged into a single, unified dataset to streamline the training process. 

 

3.3.  Implementation Details and Performance Assessment 

The overall workflow for this research is illustrated in Figure 4 (see below). The workflow begins with the 

augmentation of the original dataset (Figure 3), followed by image resizing and dataset splitting. Each YOLOv8 

variant (small, medium, normal, big) was then trained and evaluated on the same standardized workflow to ensure 

comparability of results [30], [31], [32], [33]. 
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 Step 1: Data Augmentation 

Images were augmented using rotation, background color 

changes, brightness adjustments, and text color variations (see 

Figure 3). 

 Step 2: Resizing 

All images were resized to 80×80, 540×540, and 1080×1080 

pixels, depending on model requirements. 

 Step 3: Dataset Splitting 

The dataset was split into training (80%), validation (10%), and 

testing (10%) sets (see Table 1). 

 Step 4: Model Training 

Four YOLOv8 models were trained using the same 

hyperparameters on Google Colab Pro+ with GPU 

acceleration. 

 Step 5: Testing and Evaluation 

The trained models were tested using the 600-image test set. 

Performance metrics, including mAP50-95, accuracy, 

precision, recall, and F1-score, were computed at epochs 30, 

50, 70, 90, and 100. 

 

 

 

 

 

3.4.  Dataset Splitting 

The dataset was then partitioned into three subsets: training, validation, and testing. This split followed a 

standard ratio of 80% for training, 10% for validation, and 10% for testing. The purpose of this division was to 

provide the model with sufficient data for training while also allowing for effective validation and testing to evaluate 

model performance. 

Table 1 provides an overview of the dataset distribution after augmentation. It shows that out of the 9,000 

images, 7,800 images were designated for training, 600 images for validation, and 600 images for testing. This 

distribution ensures that the model can be thoroughly evaluated, with the validation and testing subsets offering a 

means to gauge its generalization and accuracy on unseen data. 

 

Table 1. Dataset Distribution for Harah Jawoe Script 

Dataset Subset Number of Image 

Training Dataset 7800 

Validation Dataset 600 

Testing Dataset 600 

Total  9000 

 

3.5.   YOLOv8 Model Performance Across Variants 

Table 2 presents the mAP50-95 accuracy results for the Harah Jawoe script testing on each YOLO model 

variant, including the small, medium, normal, and big models, evaluated at five training epochs: 30, 50, 70, 90, and 

100. These accuracy values are calculated using the mean average precision (mAP) metric, specifically focusing on 

the intersection of the predicted bounding boxes with ground truth annotations at 50-95% overlap thresholds. This 

table serves as a key performance indicator, showing the evolution of model performance as training progresses. 

 

Table 2. mAP50-95 Accuracy Results for Harah Jawoe Script Testing on Each YOLO Model 

Model Epoch mAP50-95 

Small 

30 0.744 

50 0.719 

70 0.717 

90 0.704 

 100 0.707 

Medium 

30 0.722 

50 0.713 

70 0.72 

90 0.714 

100 0.711 

Data 

Augmentation 

Resizing 

Dataset Splitting 

Model Training 

Testing and 

Evaluation 

Figure 4. Workflow of the Harah Jawoe 

script recognition system from augmentation 

to evaluation. 
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Model Epoch mAP50-95 

Normal 

30 0.723 

50 0.722 

70 0.718 

90 0.704 

100 0.715 

Big 

30 0.724 

50 0.722 

70 0.723 

90 0.721 

100 0.724 

 

The small model achieved its peak mAP50-95 of 0.744 (74.4%) at epoch 30, indicating high early detection 

performance but declining over subsequent epochs, with scores dropping to 0.719 at epoch 50, 0.717 at epoch 70, 

and reaching a low of 0.704 at epoch 90 before a slight rebound to 0.707 at epoch 100. These fluctuations suggest 

overfitting and limited generalization capacity for the small model over time. The medium model followed a similar 

but more stable pattern, with an initial mAP of 0.722 at epoch 30, declining gradually to 0.713 at epoch 50, 0.72 at 

epoch 70, 0.714 at epoch 90, and 0.711 at epoch 100. This steady decrease implies moderate reliability, making it 

preferable for resource-constrained scenarios but still facing challenges with extended training. 

The normal model began with a mAP of 0.723 at epoch 30, maintaining stability through epoch 70 but 

showing a more pronounced drop at epoch 90 (0.704) before a modest improvement to 0.715 at epoch 100. This 

pattern reflects better consistency than the small or medium models but still reveals issues with long-term 

generalization. 

In contrast, the big model demonstrated superior stability and accuracy across all epochs, starting at 0.724 at 

epoch 30, with only minor fluctuations: 0.722 at epoch 50, 0.723 at epoch 70, 0.721 at epoch 90, and returning to 

0.724 at epoch 100. The consistent performance of the big model underscores its robustness for Harah Jawoe 

word detection, making it the most suitable for applications demanding accuracy and sustained reliability. 

These findings, as detailed in Table 2, highlight the crucial role of model complexity in balancing early 

detection strength with long-term stability. While smaller models excel in the early stages, only the big model 

maintains top performance throughout training, confirming its advantage for challenging, high-accuracy 

transliteration tasks. 

 

 
Figure 5. mAP50-95 Comparison of YOLO Models on Harah Jawoe Script Recognition: The chart shows 

accuracy scores across epochs 30–100. The small model achieved the highest mAP, while the big model 

demonstrated the most consistent performance. 

 

Figure 5 tracks mAP50-95 accuracy for each YOLOv8 variant (small, medium, normal, big) over five training 

epochs (30, 50, 70, 90, and 100), revealing distinct performance trajectories. The small model peaked at epoch 30 

with a mAP of 0.744 (74.4%), but its accuracy declined to 0.704 (70.4%) by epoch 90, only slightly recovering to 

0.707 at epoch 100—evidence of overfitting and instability over time. The medium model showed greater stability, 

starting at 0.722 (72.2%) and ending at 0.711 (71.1%), reflecting a more gradual, consistent decline. The normal 

model paralleled the medium model, with a mAP of 0.723 (72.3%) at epoch 30 and 0.715 (71.5%) at epoch 100, 

demonstrating moderate reliability but some volatility in later stages. 
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The big model stood out for its consistent and robust performance, maintaining a mAP around 0.724 (72.4%) 

across all epochs, with minimal fluctuation. This stability, visible as a nearly flat line in the graph, underscores the 

big model's ability to generalize and maintain accuracy through prolonged training—critical for complex recognition 

tasks like Harah Jawoe script detection. 

These patterns highlight the limitations of smaller models, which achieve high early accuracy but struggle with 

generalization as training continues. In contrast, the big model's architecture supports both high accuracy and 

sustained stability, making it the most reliable for extended training and challenging datasets. Consequently, final 

evaluations focus on the small and big models at epoch 30, as shown in Table 3, to compare their respective 

strengths in object detection metrics under identical conditions. 

 

Table 3. Evaluation Metrics for Small and Big Models at 30 Epochs 

Model epoch accuracy precision recall 
F1 

score 

Small 30 0.9988 0.9883 0.9883 0.9883 

Big 30 0.9995 0.995 0.995 0.995 

 

The accuracy metric reflects the proportion of correctly classified instances (both positive and negative) out 

of the total number of instances. At epoch 30, the small model achieved an exceptionally high accuracy of 0.9988 

(99.88%), while the big model performed slightly better with an accuracy of 0.9995 (99.95%). The small model's 

accuracy is already very high, indicating that the model correctly identifies the majority of instances in the dataset. 

However, the big model slightly surpasses it, achieving a higher accuracy by detecting more instances correctly. 

This difference in accuracy, although marginal, suggests that the big model is more precise in correctly classifying 

the objects in the dataset at this point in training. 

 

3.6.  Mathematical Formulation and Performance Evaluation 

To robustly assess the performance of the YOLOv8 models in Harah Jawoe script detection, several widely 

accepted quantitative metrics were utilized, each calculated according to the formulas defined in Section 2.6 

(Equations 1–4). 

For instance, the accuracy metric (see Equation 1) quantifies the overall proportion of correctly classified 

instances—both true positives and true negatives—over the total predictions. Applying this to the small model at 30 

epochs, with 593 true positives, 11,399 true negatives, 7 false positives, and 7 false negatives, yields: 

 

Accuracy �
593 - 11,399

593 - 11,399 - 7 - 7
�

11,992

12,006
� 0,9988 499,88%6 

 

Similarly, the precision (Equation 2), recall (Equation 3), and F1-score (Equation 4) are derived using the 

corresponding confusion matrix values, as detailed in Table 3. For the small model at 30 epochs, both precision 

and recall are: 

 

Precision �
593

593 - 7
� 0,9883 498,83%6 

 

Recall �
593

593 - 7
� 0,9883 498,83%6 

 

The F1-score, as the harmonic mean of precision and recall (Equation 4), is: 

 

F1 @ score �
2A0,9883A0,9883

0,9883 - 0,9883
� 0,9883 498,83%6 

 

The F1-score’s strength lies in its ability to account for imbalances between precision and recall, giving a single 

robust indicator of overall detection performance. 

Taken together, these results paint a clear picture of the small YOLOv8 model’s capabilities at 30 epochs. 

The near-identical values for precision, recall, and F1-score indicate an exceptionally well-calibrated model that is 

both accurate in its positive predictions and comprehensive in its coverage of true script instances. This balance is 

critical for script recognition tasks, where both missed detections and false positives can be costly—particularly in 

cultural heritage contexts where information loss or misclassification may compromise further analysis or 

preservation. 

Applying the same calculations to other models and epochs throughout the study ensured consistent, 

reproducible benchmarking. The confusion matrix serves as a transparent record of model outcomes, and each 

metric’s formula ties directly to practical questions of detection: how often does the model get it right, how much 
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can its positive predictions be trusted, how thoroughly does it find what matters, and how well are these qualities 

balanced. 

Ultimately, the comprehensive breakdown of these performance metrics, as detailed in Table 3, not only 

supports comparative analysis between the small and big YOLOv8 variants but also provides a solid foundation 

for future improvements and adoption in real-world Harah Jawoe transliteration pipelines. 

3.7.  Analysis 

The evaluation results demonstrate the strong performance of both the small and big YOLOv8 models in 

the task of Harah Jawoe script recognition, with each model offering distinct strengths. At 30 training epochs, the 

small model achieved an accuracy of 0.9988 (99.88%), while the big model slightly surpassed this with an accuracy 

of 0.9995 (99.95%). This small difference in accuracy implies that the big model is marginally more reliable in 

minimizing misclassifications, especially in challenging or complex cases. When examining precision, which 

measures the proportion of correct positive predictions, the small model scored 0.9883 (98.83%), outperforming 

the big model’s precision of 0.995 (99.5%). Although the big model’s precision is slightly lower, it is more 

conservative in its positive predictions, resulting in fewer false positives—a valuable trait for applications where 

unnecessary detections must be minimized. 

Recall, representing the model’s sensitivity to all true positive cases, was also 0.9883 (98.83%) for the small 

model and 0.995 (99.5%) for the big model. This indicates both models are highly effective at identifying relevant 

script instances, but the small model’s slightly higher recall shows it can detect more true instances, though with a 

potential for slightly more false alarms. The F1 score, which balances precision and recall, matched the individual 

precision and recall values for each model: 0.9883 (98.83%) for the small model and 0.995 (99.5%) for the big 

model, reflecting strong, balanced performance. 

Taken together, these findings suggest that the small model, with its higher precision and recall, is 

exceptionally effective at both detecting script instances and minimizing errors in short-term evaluation. However, 

the big model’s slightly higher overall accuracy, combined with its consistently high precision and recall, highlights 

its stability and robustness, particularly over extended epochs and diverse datasets. This characteristic is vital for 

applications demanding sustained reliability and minimal error rates, such as digital script preservation and large-

scale manuscript processing. 

The exceptional performance of both models stands out in comparison with results from earlier research. 

Numerous studies have shown that object detection accuracy is strongly influenced by dataset size, training 

duration, and annotation quality [16]; [15]; [17]. For instance, [10] achieved 91% accuracy in Arabic character 

recognition with CNNs. [12] found that increasing training data led to detection accuracy of up to 92% for 

Sundanese scripts. These results reinforce that both the dataset’s scale and the depth of model training play critical 

roles in detection outcomes, though even with such improvements, their best metrics remain below those achieved 

by the YOLOv8 models in this study. 

Recent studies confirm the effectiveness of YOLO architectures for image detection, with YOLOv8 achieving 

up to 92% accuracy in fundus image classification [19], and targeted augmentation strategies—such as varying 

background color—further boosting accuracy to 97–98% [13]. These improvements closely align with the present 

study’s approach and outcomes. The Harah Jawoe script, characterized by significant visual and morphological 

complexity, presents an even greater challenge; thus, the high accuracy, precision, recall, and F1-scores achieved 

here underscore the advantages of combining state-of-the-art YOLOv8 models with robust data augmentation. This 

not only outperforms conventional CNN-based methods, as shown in earlier research [16], but also demonstrates 

the critical importance of model architecture and data strategy in complex script detection tasks. 

Moreover, these results are particularly noteworthy given the study’s focus on word-level, rather than 

isolated character-level, recognition—a more practical and demanding scenario for digital manuscript 

preservation. In sum, the consistency and robustness of the findings affirm the value of the YOLOv8-based 

workflow and offer compelling new evidence for its effectiveness in deep learning-based recognition and 

transliteration of culturally unique, endangered scripts. 

 

4. CONCLUSION 
This study confirms that YOLOv8 models, particularly the big variant deliver robust and accurate recognition 

of the Harah Jawoe script, exceeding the stability and detection accuracy of conventional CNN-based methods. 

While the small model demonstrated the highest initial mAP, only the big model maintained consistent, reliable 

performance across training epochs, supporting the practical application of YOLOv8 for transliteration and digital 

preservation of Acehnese manuscripts. 

Nevertheless, important limitations remain. The dataset, despite augmentation, largely consists of synthetic 

images and does not yet capture the diversity, noise, or calligraphic variation found in historical handwritten 

manuscripts. As a result, the model’s generalizability to real-world archival materials is not fully validated, and 

annotation quality or limited sample diversity may restrict recognition capability. 

Future research should expand the dataset with authentic handwritten and historical manuscript images, 

rigorously test models under real-world archival conditions, and employ adaptive or hybrid deep learning 

techniques (such as CRNNs or transformers) for greater robustness. Collaborations with cultural heritage 
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organizations and local libraries will be essential—not only for large-scale deployment, but also to ensure ethical 

stewardship and respect for cultural sensitivities associated with digitizing sacred or traditional texts. 

Ultimately, this work offers a scalable pathway for empowering educators, archivists, and local communities 

to revitalize and preserve endangered scripts through digital technology, while emphasizing the need for ongoing 

ethical consideration and dialogue with stakeholders. As such, it represents a significant step toward sustainable, 

culturally sensitive digital philology and heritage preservation.      
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