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 Minimum Volume Ellipsoid (MVE) and Minimum Covariance Determinant 

(MCD) are robust methods used to handle the outlier problem. Outliers are 

points that appear to deviate significantly from other data sample points that can 

have a significant effect on the results of the analysis, so a robust method is 

needed to solve this problem. MVE and MCD have a high breakdown point or 

level of resistance to outliers, which is 50%, so that it can overcome the influence 

of extreme outliers. Based on this research, it is known that by using the same 

data, the MVE and MCD methods produce more robust estimates that were 

not affected by outliers. The non robust method just found 10 outliers, while 

the MVE method found that were 276 data points detected as outliers and for 

the MCD method, the estimation result is with 257 data points detected as 

outliers. 
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1. INTRODUCTION 

The covariance matrix is crucial in multivariate data analysis. It evaluates the dispersion of each 

variable and the degree of correlation between pairs of variables within the multivariate data set. [1]. 

Estimating the covariance matrix can pose a number of difficulties due to data of large size and dimension 

and the presence of outliers in the data. Outliers are points that appear to deviate markedly from other 

sample members in the data [2]. Outliers will be difficult to detect if non-robust methods are used. 

Therefore, robust methods are needed to reduce the impact of outliers on the result of statistical analysis.  
Basically, previous studies on robust methods such as Least Trimmed Square (LTS), Least Median 

of Square (LMS), and Tukey M [3] and also LASSO regression [4] have shown that when analyzing 

multivariate data, robust methods are needed to handle outliers. However, robust methods have different 

breakdown points. A high breakdown point will be more able to tolerate extreme values or outliers, so as 

to provide consistent and reliable results when analyzing multivariate data[5]. Therefore, this study uses 

Minimum Volume Ellipsoid (MVE) and Minimum Covariance Determinant (MCD) methods on the 

covariance matrix because they have a high breakdown point. MVE is used to find the minimum ellipsoid 

that can express most of the data. By finding the minimum ellipsoid, MVE is able to identify important 

structures in the data, offering a more comprehensive understanding of the data’s distribution and 

characteristics. Meanwhile, MCD is a method that identifies the subset of multivariate data that has the 

smallest covariance determinant value[5]. 
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2. RESEARCH METHOD 

2.1 Robust Method 

Robust methods are a regression analysis approach employed when the residual distribution deviates from 

the normal pattern. These methods involve initially fitting the regression model to a subset of the data and 

subsequently managing the outliers, ensuring that the analysis remains unaffected by them. Thus, robust 

methods do not eliminate any data but instead identify an appropriate model from a portion of the data. 

[6]. The use of estimation in robust methods can vary in different situations, so it is important to choose the 

right estimation when analysing data. One way to do this is by considering the breakdown point (𝜀), which 

is the smallest fraction of the sample (compared to 𝑛) that can render the estimation useless [7]. 

 

2.2 Minimum Volume Ellipsoid (MVE) 

Minimum Volume Ellipsoid (MVE) is the first robust method with a high breakdown point used as a 

method to detect outliers in multivariate data. MVE aims to find robust estimates of the covariance matrix 

and its location vector [8]. The algorithm of MVE [9] is carried out by: 

a. Construct a subsample containing 𝑝 + 1 observations indexed by 𝐽 = {𝑖1, … , 𝑖𝑝+1} ⊂ {1,… , 𝑛}.  

b. Calculate the subsample mean with the equation 𝑇𝐽 =
1

𝑝+1
∑ 𝑥𝑖𝑗

𝑝+1
𝑗=1  and subsample covariance matrix 

with 𝑆𝐽 =
1

𝑝
∑ (𝑥𝑖𝑗 − 𝑇𝐽)(𝑥𝑖𝑗 − 𝑇𝐽)

𝑇𝑝+1
𝑗=1  

c. Calculate the squared distance value 𝐷𝐽
2 with the 𝐷𝐽

2 = [(𝑥𝑖 − 𝑇𝐽)
𝑇
(𝑆𝐽)

−1
(𝑥𝑖 − 𝑇𝐽)]

ℎ:𝑛
 

d. Calculate the volume value of 𝑉𝐽 with the equation 𝑉𝐽 = (
𝐷𝐽

𝑐
)

𝑃

det(𝑆𝐽)
1

2 for generates an ellipsoid 

e. Reapeat steps a-d for each 𝐽 subsample, then select 𝑉𝐽 with the smallest value 

f. Finding the 𝑇𝑀𝑉𝐸 and 𝑆𝑀𝑉𝐸 value of the subsample with the smallest volume. 

  

2.3 Minimum Covariance Determinant (MCD) 

Minimum Covariance Determinant (MCD) is a robust method used  as an alternative to the MVE method 

which also has a high breakdown point value. MCD is similar to MVE and has a same objective function. 

The difference between these two methods lies in there constraints, that MCD uses only ℎ points for 

estimations, rather than an ellipsoid ecompassing ℎ points [10]. The algorithm of MCD [5] is carried out 

by: 

a. Taking ℎ number of different observations to estimate the covariance matrix 

b. Calculate the average of each subsample with the equation 𝑇 =
1

ℎ
∑ 𝑤𝑖

ℎ
𝑖=1  and subsample covariance 

matrix with 𝑆 =
1

ℎ
∑ (𝑥𝑖 − 𝑇)(𝑥𝑖 − 𝑇)𝑡ℎ

𝑖=1  

c. Calculate the relative distance value with 𝑑(𝑖) = √(𝑥𝑖 − 𝑇)𝑡𝑆−1(𝑥𝑖 − 𝑇) which is measured based on 

the Mahalanobis distance between the vector 𝑥𝑖 and the center point 𝑇 in the coordinates determined 

by the covariance matrix 𝑆. 

d. Sort the relative distance values from the smallest to largest. If the determinant of the covariance matrix 

converges, then the iterations stops 

e. Selecting the subsample with the smallest covariance matrix determinant  

f. Find the value of 𝑇𝑀𝐶𝐷 and 𝑆𝑀𝐶𝐷 from the subsample with the smallest determinant. 

  

2.4 Outliers 

Outliers are points that appear to deviate markedly form other sample members in the data [2]. Another 

definition states that an outlier is an observation (or a subset of observations) that appears inconsistent with 

the rest of the data set [11]. Additionally, outliers are data points that are significantly different from other 

data points or do not conform to expected normal behavior (based on defined abnormal behavior) [12]. 

Outliers can also be patterns in the data that do not align with a clear concept of normal behavior [13]. 

Detecting outliers can be challenging because they can adjust themselves to appear normal, a phenomenon 

known as the masking effect. Furthermore, the swamping effect complicates outlier detection by the 

overwhelming presence of non-outlier data dominating the dataset. Despite outliers having significant 

values, their impact may appear relatively small compared to the majority of data, leading to errors in 

identifying outliers as normal [14] 

 

2.5 Covariance Matrix 

A covariance matrix is used to quantify the degree of covariance between two or more random variables. 

Suppose we have a dataset comprising 𝑛 observations of two variables, 𝑋 and 𝑌: 
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𝑋 = [

𝑋1

𝑋2

⋮
𝑋𝑛

] , 𝑌 = [

𝑌1

𝑌2

⋮
𝑌𝑛

] 

Then the data vector can be expressed as: 

𝑍 = [𝑋 𝑌] = [

𝑋1

𝑋2

⋮
𝑋𝑛

𝑌1

𝑌2

⋮
𝑌𝑛

] 

and the covariance matrix of 𝑍 is: 

Σ = [
𝑐𝑜𝑣(𝑋, 𝑋) 𝑐𝑜𝑣(𝑋, 𝑌)
𝑐𝑜𝑣(𝑌, 𝑋) 𝑐𝑜𝑣(𝑌, 𝑌)

] 

with 𝑐𝑜𝑣(𝑋, 𝑋) is the variance of the variable 𝑋, 𝑐𝑜𝑣(𝑌, 𝑌) is the variance of the variable 𝑌, and 𝑐𝑜𝑣(𝑋, 𝑌) 

is the variance of the variable 𝑋 and 𝑌 [15]. 

 

3. RESULT AND ANALYSIS 

3.1 Data Source 

The data used is a concrete compressive strength dataset obtained from the Kaggle.com website. The dataset 

consists of 𝑛 = 1030 observations and 𝑝 = 6 variables, specifically on variables water, superplasticizer, 

coarse aggregate, fine aggregate, and age (day). Descriptive statistical calculations for the mean and 

covariance matrix were conducted using Python, yielding the following results:  

• Mean:  

�̅� = [281,165 181,566 6,203 972,918 773,578 45,662] 
 

• Covariance Matrix:  

𝑆 =
1

𝑛 − 1
∑(𝑋𝑖 − �̅�)(𝑋𝑖 − �̅�)𝑇

𝑛

𝑖=1

 

=

[
 
 
 
 
 
10921,742 −181,989      57,914
  −181,989    456,060   −83,870
       57,914
  −888,608

 
−1866,151
     540,991

  −83,870
−302,724
−771,573
   374,496

     35,682
−123,687

 
  106,562
 −72,720

    

−888,608  −186,151    540,991
−302,724  −771,573    374,496
−123,687
  6045,656
−1112,795
   −14,811

     106,562
−1112,795
   6428,099
  −790,565

  −72,720
  −14,811
−790,565
3990,437]

 
 
 
 
 

 

 

3.2 Estimating Covariance Matrix with The MVE Method 

The MVE method is used to estimate the covariance matrix by finding the smallest ellipsoid that contains 

most of the data points. This ellipsoid is a representation of the overall data pattern and is used to identify 

points that are considered outliers. In calculations carried out with the help of Python programming, the 

results yielded 𝑇𝑀𝑉𝐸 and 𝑆𝑀𝑉𝐸 for the subsample with the smallest volume, specifically: 

• 𝑇𝑀𝑉𝐸 =  [245,09 180,28 7,69 966,09 796,03 18,85] 

• 𝑆𝑀𝑉𝐸 =

[
 
 
 
 
 
   4948,7   −28,6      26,7
     −28,6  328,09   −42,4
        26,7
  −982,1
−1409,6
  −273,9

  −42,4
−591,7
−449,5
     58,2

     29,3
−188,8
  −35,2
       8,4

    

−982,1 −1409,6 −273,9
−591,7   −449,5       58,2
−188,8
 6518,9
−423,4
−186,4

    −35,2
  −423,4
   5487,8
  −203,3

        8,4
−186,4
−203,3
   143,4]

 
 
 
 
 

 

• 𝑆𝑀𝑉𝐸
−1 =

[
 
 
 
 
 
0,0004    0,0016    0,0047
0,0016    0,0259    0,0716
0,0047
0,0003
0,0003
0,0007

   0,0716
   0,0048
   0,0033
−0,0004

   0,2401
   0,0147
   0,0097
−0,0011

    

0,0003 0,0003    0,0007
0,0048 0,0033 −0,0004
0,0147
0,0011
0,0006
0,0003

0,0097
0,0006
0,0006
0,0005

−0,0011
   0,0003
   0,0005
   0,0099]

 
 
 
 
 

 

 

3.3 Estimating Covariance Matrix with The MCD Method 

In contrast to the MVE method, the MCD method estimates using only ℎ points rather than an ellipsoid 

encompassing ℎ points. The results of iterations conducted using Python programming are as follows:  

http://issn.pdii.lipi.go.id/issn.cgi?daftar&1496817420&1&&
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Table 3.1 Iterations of the MCD Method 

Iterations Determinant of Covariance Matrix 

1 4,774144064340823e+18 

2 2.7198523535066668e+16 

3 1.6163399171017386e+16 

4 1.1075033302575084e+16 

5 1.0762317114815812e+16 

6 1.0507447233827772e+16 

7 1.0336751528594116e+16 

8 1.0296755038890786e+16 

9 1.0275624739294708e+16 

10 1.0267275820726456e+16 

11 1.0267275820726456e+16 

After the iteration is complete, the subsample that has the smallest covariance matrix determinat value is 

selected. Table 3.1 show that the subsample with the smallest determinant value is at iteration 11. Then, 

from that subsample, the value is obtained: 

• 𝑇𝑀𝐶𝐷 = [255,43 178,99 5,71 993,44 787,401 20,66] 

• 𝑆𝑀𝐶𝐷 =

[
 
 
 
 
 
   5,5 −1,4   −3,3
−1,4    2,1   −5,3
−3,3
−8,8
−1,3
−1,1

−5,3
−1,6
−1,6
−2,4

     2,2
−7,01
     3,9
     1,6

    

  −8,8 −1,3 −1,1
  −1,6 −1,6 −2,4
−7,01
     4,4
  −3,2
  −3,9

   3,9
−3,2
   2,3
−7,9

   1,6
−3,9
−7,9
2,05]

 
 
 
 
 

 

• 𝑆𝑀𝐶𝐷
−1 =

[
 
 
 
 
 
  2,1     6,3  2,02
  6,3  2,09    5,5
2,02
1,01
  3,8
  6,4

   5,5
   1,8
 8,04
−8,5

   1,9
   5,6
   1,2
−6,3

    

1,01   3,8    6,4
   1,8 8,04 −8,5
   5,6
 4,08
   9,5
−5,4

  1,2
  9,5

  
4,8
2,2

−6,3
−5,4

   
2,2
5,3]

 
 
 
 
 

 

 
3.4 Outlier Detection 

To detect outliers, the squared distance value (𝑅𝐷) will be calculated for each observation with the formula:  

𝑅𝐷 = √(𝑥𝑖 − 𝑇)𝑇𝑆−1(𝑥𝑖 − 𝑇) 
Subsequent, the threshold chi-square value (𝑐) will be calculated with:  

𝑐 = √𝑥𝑘;1−𝛼
2  

This 𝑐 value is used to determine wheter an observation is considered an outliers or not. In this study, the 

degree of freedom (𝑘) = 6 and significance level (𝛼) = 0,5. Therefore, the threshold chi-square value 

used is: 

𝑐 = √𝑥6;0,5
2 = 5,348 

Then, the observation with a value of 𝑅𝐷 > 𝑐 are identified as outliers. 

Using a Python program as a tool, the results of outlier detection are as follows:  
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Figure 3.1 Non Robust Estimation 

  In Figure 3.1, the detection results using the non robust method show that there are only 10 

outliers in the dataset. This shows that the non robust method is not able to overcome the influence of 

outliers, so that the estimations results do not show the true value.  

 

 
Figure 3.2 Robust Estimations with MVE Method 

In Figure 3.2, it can be seen that the MVE method has successfully estimated the covariance matrix, 

so that the results are not affected by outliers. The outliers points depicted in red are points that are above 

the line of  𝑐 point. In the calculations using Python, 276 data points were identified as outliers, while 754 

data points were classified as non outliers.  
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Figure 3.3 Robust Estimations with MCD Method 

In Figure 3.3, it is evident that the MCD method has successfully estimated the covariance 

matrix, resulting in estimates that are not influenced by outliers, although the figure shows that the 

boundary between non-outlier points and outliers is very close. In the calculation using the Python 

application, 257 data points were identified as outliers, while 773 data points were classified as 

non-outliers. 

 
4. CONCLUSION 

Based on the discussion in the previous chapter, the results show that using the conventional 

method (non-robust method) detected only 10 outlier data points. In contrast, using the Minimum 

Volume Ellipsoid (MVE) method detected 276 outlier data points, while the Minimum 

Covariance Determinant (MCD) method detected 257 outlier data points. The success in 

detecting these outliers helps reduce the influence of extreme outliers, thereby mitigating masking 

and swamping effects and resulting in more accurate and robust estimates. Therefore, the findings 

from this research analysis indicate that the MVE and MCD methods perform well in estimating 

the covariance matrix for multivariate data. 
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