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The spatial panel data model is a model in which the independent variables are
estimated to be influenced by place, time, and explanatory variables. Almost all
countries have been attacked by the coronavirus, starting in China in February
2020. Some of the affected residents died, some recovered, and some are still
under surveillance. This study aims to identify the most accurate model with the

response variable of population deaths due to coronavirus and the independent
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variables of the number of cases with coronavirus and the number of tests. This
study uniquely compares multiple spatial models for pandemic analysis. The
four models are SAR, SEM, GSM, and Temporal Spatial Panel Data. The
fourth model enables more accurate analysis of COVID-19 mortality by
capturing both spatial and temporal dependencies. As a result, the spatial
temporal panel data model 1s the best model with a coefficient of determination

of 63.9%.
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1. INTRODUCTION

Panel data are a combination of cross-section and time-series data. Cross-sectional data can be location or

firm, while time data can be daily, weekly, monthly, or annual [1]. If the cross-section is location and the effect of
location on the response variable is considered, the model can be a spatial panel data model. In the spatial panel
data model, the assumption of errors that must spread freely i1s not hampered by the presence of location effects
because the location effect is included in the spatial weight matrix component (W) [2].
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A panel data model in which the independent variable (y) is affected by the previous independent variable
V-1, Vi—2,-.-) is called a dynamic or temporal panel data model [3]. If the panel data are modeled by including
W components and independent variables, it is called a static spatial panel data model [4]. If the panel data model
mcludes W, y,_1, ¥¢_,, ..., and explanatory variables, the model is called a spatial temporal panel data model [5].

Corona Virus Disease 2019 (Covid-19) 1s a disease that began attacking China in early February 2020. The
virus spread quickly to other countries, and almost all countries had residents who were affected by the disease,
died from it, or recovered from it [6]. Data on patients commonly referred to as Patients under Surveillance
(PwCP), the number of people who die, and the number of people who recover in each country can be seen on
several websites, such as John Hopkins University 2020, Worldometer 2020, Virusncov 2020, and Our World in
Data 2020, among others. Countries in continental Europe are among the worst affected by the coronavirus [7].
This study uses fourteen (14) countries, namely, Italy, England, Turkey, Russia, Belgium, Switzerland, Portugal,
Austria, Poland, Romania, Denmark, Norway, Czechia, and Serbia. The reason for taking these fourteen (14)
countries is because these countries are the countries with the most corona attacks in Europe and have complete
data.

Several studies have been conducted using spatial panel data models. The Lagrange Multiplier (LM) tests on
the Rook and Queen spatial weight matrices in a spatial temporaldata model were compered with varying lambda
values (coefficients of the spatial weight matrix in the model), and the distribution of the response variables was
Normal and Gamma [8]. This LM test identifies the effect of lambda, gamma (temporal coefficients), and rho
(spatial coefficients and lags of independent variables). Berra involves both simulated and real data. A research was
condacted to 1dentify factors that affect the number of tourist visits in Indonesia using annual data from 2011-2015
[9]. Six models were compared, namely Spatial Autoregressive (SAR) with a spatial weighting matrix using the
adjacency method (W1), SAR with a spatial weighting matrix using the mnverse distance weighting (W2), Spatial
Error Model (SEM) with W1, SEM with W2, Spatial Durbin Model (SDM) with W1 and SDM with W2. In this
study, SEM with W1 was the best model because it had the largest R2, smallest RMSE, and smallest AIC. Although
several studies have utilized spatial data models for various applications, there is a lack of research that
systematically compares multiple spatial and spatio-temporal panel data models for modeling coronavirus deaths,
particularly in the context of European countries over time. This study addresses this gap by evaluating the
performance of four such models using real COVID-19 data.

This study aims to identify the best model among the four built models: SAR, SEM, General Spatial Model
(GSM), and spatial-temporal panel data models. The response variable is the number of deaths due to corona
while the explanatory variables are the number of cases of corona and the number of tests by country. The use of
multiple models in this study is designed to ensure a thorough evaluation of spatial and temporal effects in the data.
Statistical tests are applied to prevent overfitting and to select the most suitable model, with the final choice based
on clear performance metrics. This approach provides robust and reliable conclusions about the factors influencing
coronavirus deaths. Although detailed descriptions of panel data models are included, the main aim of this study
1s to advance understanding of COVID-19 deaths by identifying the most suitable modeling approach. Streamlining
these sections allows the research to better emphasize the significance and real-world impact of accurately modeling
pandemic outcomes.

The choice of SAR, SEM, GSM, and especially the spatio-temporal panel data model is justified by the need
to capture both spatial and temporal dependencies inherent in COVID-19 mortality data. Unlike simpler models,
the spatio-temporal approach accounts for how deaths in one country are influenced by neighboring countries and
by previous time periods, making it particularly suitable for pandemic analysis. This comprehensive modeling
strategy 1s supported by statistical tests and aligns with the complex, interconnected nature of COVID-19 spread
and outcomes. The novelty of this study is its direct comparison of multiple spatial and spatio-temporal models for
COVID-19 deaths, using rigorous statistical tests to select the best approach. By modeling both spatial and temporal
mteractions together, the study addresses gaps left by previous research and demonstrates the advantages of spatio-
temporal analysis for understanding pandemic dynamics. While prior studies seldom directly compared several
spatial and spatio-temporal panel data models for COVID-19 mortality, this research uniquely conducts a
systematic comparison using Furopean data, revealing the superior performance of the spatio-temporal model.

2. RESEARCH METHOD
2.1. Data

The data used in this study are the number of people infected with the coronavirus, the number of tests
conducted by countries, and the number of deaths in 14 European countries from March 1, 2020, to May 2, 2020
[10]. These countries are Italy, the United Kingdom, Turkey, Russia, Belgium, Switzerland, Portugal, Austria,
Poland, Romania, Denmark, Norway, Czechia, and Serbia. These countries were chosen because travel routes
between European countries are very smooth, and they have been relatively severely affected by the coronavirus,
making it interesting to examine the factors influencing the disaster [11]. Another reason is that these countries
have comprehensive datasets. The data structure 1s shown i Table 1. Countries are indicated by index 1; for
example, 1 = 1 means Italy, ..., 1 = 14 means Serbia. Time is indicated by t; for example, t = 1 means week 1, ..., t =
9 means week 9. Y;; 1s the number of deaths due to coronavirus in country 1 at time t. Meanwhile, X;;; 1s the
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number of coronavirus cases in country 1 at ime t. X,;; 1s the number of tests conducted by country 1 in week t
[12]. The study uses data from March to May 2020, this period is crucial for understanding the initial dynamics of
COVID-19 before later interventions and virus changes. Focusing on this early phase allows for clearer analysis of
spatial and temporal effects on mortality, providing valuable nsights for future outbreak preparedness and
response. The study relies on reputable data sources, special care was taken to select countries with the most
complete and consistent records, minimizing the risk of missing or inconsistent data. The use of robust statistical
methods further ensures the reliability of the results, even in the presence of minor data quality issues. Focusing
on cases and tests ensures the use of the most reliable and consistently reported data across all countries, which 1s
critical for robust and unbiased modeling—especially during the chaotic early phase of the pandemic. This approach
minimizes data quality issues and allows the model to accurately capture the core drivers of COVID-19 mortality,
providing a strong, reliable foundation for both immediate insights and future research.

Table 1. Spatial-temporal panel data structure two lags of the dependent variables and one lag of the independent

variables
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n
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n
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Remark:
n The number of countries Y Dependent variable
T  The T-Week Y. plags of the dependent variable
W Spatial weight matrix X Independent Variable

2.2. Lagrange Multiplier (ILM) Test to See the Effect of Time and Place
The LM test 1s also known as the Breusch-Pagan test. Three hypotheses will be tested: the influence of place
and time, the influence of place, and the influence of time [13], [14].

Testing the influence of Place and Time
Hy: oﬁ = O'f = 0 (There is no influence of place and time)
H;: at least one that is not equal to zero (there 1s an influence of time or place)
The test statistic 1s in Equation (1).

_ 2(n+)r(t_1) [(n ~1 [ &' (1;2}[‘)5] +(t—-1) [ 8’ (]gilt)é‘] ] )
where:

8 is the regression model error,

In is the identity matrix of size n x n,

® 1s the Kronecker product,

Jtis a matrix of size t x t.

The decision criteria were as follows: reject HO if the LM test statistic value > 2 or the p < o
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Testing the influence of place
Hy: 0‘3 = 0 (There is no influence of place)
H;: oﬁ # 0 (There is influence of place)
The test statistic 1s in Equation (2).

ot _ ?S’(In®]t)3]2 .
M, = 2(t-1) [1 3's @
The decision criteria are reject HO if the LM1 test statistic value > ¥2 or the p value < o
Testing the influence of time
Hy: 0‘,12 = 0 (There 1s no influence of time)
H;: 0'/12 # 0 (There 1s influence of time)
The test statistic 1s in Equation (3).
nt 8 (/8181
_ _ n c
Lm, = 2(n-1) [ 3'3 ] )

The decision criteria are reject HO if the LM test statistic value > ¥2 or the p value < o

2.3. Panel Data Model

There are three (3) panel data models:

Mixed Effects Model

The mixed-effects model 1s similar to ordinary linear regression. Fach observation was assumed to have an
equal influence on the model. Parameter estimates can be found using the ordinary least squares method [15]. The
model is in Equation (4).

Yie =Bo + 27=1 ,B]-xjit + &t (4)

Fixed Effects Model

The fixed-effects model with n individuals focuses only on those individuals. This model has the following
assumptions: (1) pi is fixed so that its estimate can be calculated, (2) € i~ N(0,0?2) and is identically stochastic,
and xit and eit are independent for each 1 and t. The parameter estimation uses an ordinary least squares approach
[16]. The model is in Equation (5).

Vit = ﬁO + Z_?:lﬁjx]’it + Hi + Eit (‘f)')

Random Fffects Model
The random-effects model selects individuals randomly from a large population. The assumptions of this
model are: (1) p,~N(0, 0?) and is stochastically independent, (2) &; i ~N(O, 02) and is identically stochastically

imdependent, and xit and it are independent for each 1 and t. Parameter estimation uses a least-squares approach
[17]. The model is in Equation (6).

Yie = Bo + Z?:l Bixjie + i + & (©)

2.4. Chow Test and Hausman Test

Chow and Hausman tests were used to identify the most suitable panel data model for use with the research
data. These tests, like hypothesis testing in general, are conducted in three (3) stages: determining the hypothesis,
determining the test statistic, and determining the decision criteria [18].

Chow Test
Hy:py = puy = - = py_4 = 0 (pooled model)
H;: there 1s at least one y; # 0 (fixed effect model)
Test Statistics is in Equation (7).

F = (]chooled_]KGfixed)/(n—l) (7)

JKGfixea/(nT-n—K)

The decision criteria: Reject HO if F > F(n-1)(nT-n-K) or p-value < a.
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Hausman Test
Hy: E (si i |xit) = 0 (random effect model)
Hy: E(aij|xit) # 0 (fixed effect model)
The test statistics 1s in Equation (8).

Xczount = Q[Var(@)]‘lq (8)
‘Where:
q = ﬁrandom - .Bfixed
The decision criteria: Reject HO if 25,5 > )((Zk'a) or p_value < a.

2.5. Spatial Weighting Matrix (W)
Approaches to managing contiguity relationships between locations can be implemented using Rook, Bishop,
or Queen Contiguity [19].

1 2 3 1 2 3 1 2 3

4 5 6 5 6 4 5 6

7 8 9 7 8 9 7 8 9
(@) (b) (0)

Figure 1. Contiguity method for (a) rook, (b) bishop, and (¢) queen contiguity

If number 5 in Figure 1 is a location, then locations 2, 6, 8, and 4 are connected locations for Rook contiguity,
locations 1, 8, 7, and 9 are connected to 5 for Bishop contiguity, and locations 1, 2, 8, 4, 6, 7, 8, and 9 are connected
to 5 for Queen contiguity. The contiguity matrix shows the intersecting relationships between a location and its
neighbors. The contiguity matrix 1s symbolized by C, and cjj is the element of matrix C that describes the value at
location 1 that 1s adjacent to location j. cij = 1 if location 1 is directly adjacent to j, and cij = 0 if location 1 is not
directly adjacent to j.

The spatial weighting matrix (W) is formed by normalizing the previous matrix [20]. A frequently used
normalization method is to set the sum of the values of each row to zero. W of size n x n has elements wij where
wij = 1 if locations 1 and j are adjacent, wij = 0 if 1 and j are not adjacent, and wii = 0. The relationship between wij
and c1j can be seen in Equation (9).

w L ©)

ij = vm
S

2.6. Lagrange Multiplier Test
This test was used to identify the presence of spatial influence in the data. The LM test consists of the Standard
Spatial Lag and Standard Spatial Error tests [21].

Standard Spatial Lag Test
The standard spatial lag test was used to determine the influence of spatial lag on the models.
The hypothesis for the test 1s as follows.
H. : p=0 (no spatial lag dependence)
H. : p# 0 (there is spatial lag dependence)
The test statistic 1s in Equation (10).

2
2]
_ ss/n
LMy =2 (10)
‘Where, D can be seen in Equation (11).
! -1 -
wxpB) (1-(x'x) "x"(wxp
D= [( )( ( 62) ( )) +tr(W'W + WW) (11)

IT =T x T identity matrix,

‘W = spatial weighting matrix,

62 = mean square error.

The decision criterion was as follows:

Reject Hoif LMy g > )((21) or p-value < a..
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Spatial Standard Error Test
A spatial standard error test was performed to identify the influence of spatial errors on the model.
H. : A = 0 (no spatial error dependence)
H. : A # 0 (there 1s spatial error dependence)
The test statistic 1s in Equation (12).

2
LM — A (12
error T (w2iw!w)

The decision criterion is
Reject HO if LM gy > )((21) or p-value < a.

2.7. Spatial Panel Data Models
The spatial panel data models developed in this study were SAR, SEM, and the GSM.

SAR (Spatial Autoregressive) Panel Data Model

There are several forms of static spatial models, including the Spatial Autoregressive (SAR), Spatial Error
Model (SEM), and Spatial Durbin Model (SDM) [1].
The SAR model is in Equation (13).

Yie = PLj=1 WijYije + X+ i+ pe (13)

The parameters were estimated using the maximum likelihood method (ML). The function is in Equation (14)
and (15).

Log(L) = —T;—Tlog(2n02)+Tlog|In—pW| (14)
) . 2 -
T 252 =1 ZZ:l(yit - PZ?=1 WiiYije = XieB — i — ;Ut) (15)

SEM (Spatial Exror Model) Panel Data Model
The SEM model is in Equation (16) and (17).

Vit = xl;tﬁ + o +p + Dy (16)

Dy = Aoy Wi Pje + &3t (17)
where:
@it 1s the spatial autocorrelation error,
A 1s the spatial autocorrelation coefficient,
piis the effect of location 1, pt 1s the unobserved effect of time t,

The SEM model parameters are estimated using the maximum likelihood function in Equation (18) and (19)

[21]:

Log(L) = —nz—Tlog(Zrmz) + Tlog|I, — AW| (18)

- =1 Z?:l(yit - 121]7;1 WijVije — (x;t - /1[2};1 Wijxgt])ﬁ)z (19)

202

GSM (General Spatial Model) Panel Data Model
The GSM model is in Equation (20) and (21).

y=pWy+XB+u (20)
u=AMWu+e¢ 21)
Where:
e~N(0,02I)

The maximum likelihood method can be used to estimate GSM parameters. The maximum likelihood
function is in Equation (22) and (28) [22]:
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Log(L) = c(y) —gln(az) + In|L, — AW | + In|I,, — pW| (22)

— = {U = AIWDIU = p[WDy — XAY{U = AW = p[W])y — XA} (©23)

2.8. Temporal Spasial Panel Data Model

The spatio-temporal panel data model contains both spatial and temporal elements. The model is in Equation

(24).

2.9.

Yie = AWoYie + poWoYieo1 +vaYier +VoYien + o+ BiXuie + B2 Xoie + -+ Vie (24)

where:

Y; ; is the value of the dependent variable for the ith place and tth time,

W,.Y; ; is the n-dimensional spatial weighting matrix of the ith observation and time t,

W,.Y; +_ is the n x n-dimensional spatial weighting matrix of the ith observation and time (t-1),
Y; ;1 1s the response variable of the ith place at time (t-1),

Y; 17 is the response variable of the ith place at time (t-2),

Xj; ¢ 1s the value of the Ist independent variable for the ith place and time t,

X, ;¢ 1s the value of the 2nd independent variable for the ith place and time t,

V. ¢ 1s the value of the disturbance [8], [23], [24]

Steps of the research
Data analysis was conducted using R Statistics software and other statistical packages. The research steps were

as follows:

a.  Panel data were collected in the form of the number of people who died from the coronavirus (Y), the
number of people infected with the coronavirus (X1), and the number of tests conducted by country (X2)
in European countries. Data sources were obtained from several websites.

b. The effects of time, place, and both were identified using the Lagrange Multiplier test. This step was
performed to determine whether the 14 countries influenced coronavirus deaths. Furthermore, this step
was used to determine whether the first week of March, the second week of March, and the fifth week of
April 2020 influenced the number of coronavirus deaths. If there was an influence of time and country,
the time and spatial components were included in the models. Focusing on 14 Furopean countries with
the most complete data during a critical early phase of the pandemic ensures high data quality and
comparability. This targeted approach allows for robust analysis of COVID-19 mortality dynamics,
providing reliable results that can inform future, broader studies.

c.  Three panel data models were used: combined, fixed, and random [25]. This step was performed to
select the most appropriate model for the research data analysis. Chow and Housman tests were used to
select one of the three models.

d. Creation of the spatial weighting matrix (W).

e. A binary spatial weighting matrix was created based on the concept of queen-contiguity [26].

f.  Identifying the presence of spatial lag and spatial error dependencies.

Spatial panel data models for SAR, SEM, GSM, and temporal data were built by incorporating the W
component from Step 4.

h. The best model was determined based on the coeflicient of determination (R2) values for the four models,

see Equation (25).

2 _ 4 _ SSError _ . S(yi-9)? 9%
R* = SSTotal S(yi-)? (25)

The R’ value ranges between 0 and 1, with values closer to 1 indicating better performance of the model. R®
indicates the amount of variation in y that can be explained by the model [27].

3.

3.1.

RESULT AND ANALYSIS
Descriptive Statistics
The cumulative total number of coronavirus deaths for the fourteen (14) European countries observed can

be classified mto three (3) groups (Figure 2). Group 1, which had the highest number of deaths, included Italy and
the United Kingdom. Group 2 1s Belgium, which has fewer deaths than Italy and the United Kingdom but more
than the other eleven (11) countries. Group 3 consisted of 11 countries with relatively low numbers of deaths.
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Figure 2. Cumulative total deaths due to coronavirus in 14 European countries from March 1 to May 2, 2020

3.2. Correlation between Variables

There was a correlation between the dependent (Y) and independent (X) variables, see Table 2. The
correlation coefficient for Y and X1 was 0.791, with a p-value of <0.001. Because the correlation coefficient
approaches +1 and p-value <0.05, Y and X1 are positively correlated at a = 0.05. The correlation between X1 and
X2 was 0.678. If the correlation between X1 and X2 1s considered, they are positively correlated with rxy = 0.678
and a p-value of <0.001. The presence of a correlation between X1 and X2 indicates multicollinearity in the model
if X1 and X2 are simultaneously entered into the model. Therefore, only X1 was entered into the model to avoid
this assumption. The correlation method used n this study 1s highly valuable for public health because it provides
robust, actionable insights for immediate decision-making, even when causality cannot be fully established. This
approach ensures that policy responses are informed by real, statistically significant patterns in the data, which 1s
crucial during rapidly evolving health crises.

Table 2. Pearson Correlation (rxy) for Dependent and Independent Variables
Y X1 X2
1.000  0.791 0.687

Y <001 <001

0791 1.000  0.955
XL oo 0.04
<o 0678 0235 1000

<.001 0.004

3.3. Identification of the Influence of Time and Place

The influence of place, time, and time and place was measured using the Lagrange Multiplier (LM) test. This
LM test is also called the Breusch-Pagan test. The results are shown in Table 3. Time, place, and place affected
the number of coronavirus deaths at a=0.05. This can be seen from the p-value for the influence of time and place,
which 1s less than 0.05.

Table 3. LM (Breusch-Pagan) Test for Identification of the Influence of Time and Place

Effects Chi-Square  Degree of Fredom p-value
Place and Time 42.668 2 <0.001
Place 40.963 1 <0.001
Time 1.705 1 0.192

8.4. Panel Data Model Selection

Chow and Hausman tests were used to select the most appropriate influence models. The null hypothesis of
the Chow test is that the pooled model is more suitable than the fixed-effects model, while the alternative hypothesis
1s that the fixed-effects model 1s better than the pooled model. The null hypothesis of the Hausman test is that the
random effects model 1s more suitable than the fixed effects model, and the alternative hypothesis is that the fixed
effects model is better than the random effects model.

A Spatio-Temporal Panel Data Model for Coronavirus Deaths: Evidence from Europe (Asep Rusyana)
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From Table 4, the p-value of the Chow test is less than 0.05, so HO is rejected, meaning that the fixed effects
model 1s more suitable. The Hausman test was then performed with a p-value of 0.128, which 1s less than 0.05;
therefore, HO is accepted, meaning that the random effects model is more suitable than the fixed effects model.

Table 4. Chow and Housman Tests for Model Selection
Chow Test Hausman Test

X L%ount - 4.119
F 5.601 -
Degree of freedom 1 13 2
Degree of freedom 2 110 -
p-value <0.001 0.128

The selection results indicate that the random-effects panel model is the most suitable. A random-effects
panel model was constructed, and the results are presented in Table 5.

Table 5. Parameter estimates for the random effects model

Variable Fstimation Z p-value
Intercept 25.576  0.159 0.874
X1 0.088 12.064 <0.001

Coeflicient of Determination (R2)  0.540

The random model generated from Table 5 1s in Equation (26).
Vi = 25.576 + 0.088x,;; + €;; (26)

8.5. Spatial Weighting Matrix (W)

The spatial weighting matrix plays a crucial role in the spatial panel model and is symbolized by W. The
resulting W matrix is a 14 x 14 matrix because the countries involved in this study are the 14 FEuropean countries
with the highest number of coronavirus cases and have data for Y, X1 and X2 (Figure 6). W is a component of
spatial panel data.

Neighbor j
1 2 3 4 5 6 7 8 9 10 11 12 13 14
0.00 0.00 0.00 0.00 0.00 0.50 0.00 050 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.50 0.00 0.00
0.00 0.50 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 050 0.00 0.00 0.00 0.00 0.00 0.50
0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.33 0.00 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00 0.00 0.00 0.33 0.00
0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00 0.00 0.33 0.00 0.00 0.33 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00
0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 050 0.50 0.00 0.00 0.00 0.00 0.00
14 | 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00
Remarks:
1 = Italy, 2 = Inggris, 3 = Turki, 4 = Rusia, 5 = Belgia, 6 = Swiss, 7 = Portugal, 8 = Austria, 9 = Polandia, 10 =
Rumania, 11 = Denmark, 12 = Norwegia, 13 = Czechia, 14 = Serbia
Figure 3. Spatial Weighting Matrix W
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The procedure for creating the W matrix is as follows: (1) Create a 14 x 14 matrix C, where each row
represents a country and each column represents its neighbors. (2) Enter 1 for neighboring countries; for example,
Row 1 represents Italy. Italy's neighbors are Switzerland (number 6) and Austria (number 8); therefore, row 1 is
assigned 1 in columns 6 and 8, respectively. This step was repeated for rows 2 through 14. For countries that do
not have neighbors in direct contact, it is assumed that they have direct contact with the closest country. (3) C,
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where the total number in each row is made 1, is called W For example, row 1 for columns 6 and 8 is made 0.5
each so that the total 1s 1, do step 3 for rows 2 to row 14. The results are presented in Figure 3.
8.6. Spatial Influence Test

A Lagrange Multiplier (LM) test was conducted to examine the spatial dependence of the data. The p-values
for the spatial lag and spatial error were less than 0.05 (Table 6), indicating a spatial relationship between the lag
and error. Because of the relationship between lag and error, SAR, SEM, GSM, and spatiotemporal panel data
models were constructed.

Tabel 6. Spatial Effect Test

IM test 1M score p-value
Spatial lag 6.350 0.012*
Spatial error 8.360 0.004~

3.7. SAR, SEM, and GSM Models

The SAR spatial panel data model has spatially correlated dependent variables. In this study, the SAR model
uses a random effects panel model in accordance with the Hausman test results in §4.4 and a two-way effect (time
and place) in accordance with the LM test in §4.3. Parameter estimates are presented in Table 7.

Table 7. Panel Data Model using SAR

Variable Parameter Est. t p-value
p 0.033 0.397  0.691
Intersep 15.345 0.093  0.926
X1 0.0873 12.116  <0.001
R2 0.611

The SEM spatial panel data model contains spatial correlation error. In this study, the panel model uses a
random effects model in accordance with the Hausman test results in Section 4.4, while the two-way effect, or place
and time, 1s in accordance with the LM test in Section 4.3. Parameter estimates for this SEM can be seen in Table

8.

Table 8. Panel Data Model using SEM

Variable Parameter Est. t p-value
A -0.072 -0.776  0.438
Intersep 27.130 0.167  0.868
X1 0.087 12.296  <0.001
R2 0.612

The GSM spatial panel data model has spatially correlated dependent variables and error terms. In this study,
the GSM model uses panel data with random effects according to the Hausman test in Section 4.4 and two-way
effects according to the LM test in Section 4.3. The parameter estimates are presented in Table 9.

Table 9. Panel Data Model using GSM

Variable Parameter Est. t p-value
p 0.092 0.093  0.323
A -0.130 -1.181  0.237
Intercept -1.655 -0.010  0.992
X1 0.086 12.354  <0.001
R2 0.610

From Tables 7, 8, and 9, SEM is the most accurate because it has the highest coefficient of determination. The
SEM model is in Equation (27) and (28).

Vie = 27,130 + 0,087x4;; + ¢;; 27)
Gie = —0,072 %7, wyjye + €4 (28)

where wij 1s the weight of country 1 and j is the neighbor.
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8.8. Spatial-Temporal Panel Data Model

The spatiotemporal panel data model contains spatial influence components, autoregression, and
independent variables (IVs). The results of the model estimation are shown in Table 10. Based on Table 10, the
coronavirus death rate is influenced by the number of coronavirus cases in the country, and there is an
autoregression of Yt-1 and Yt-2. The model is also influenced by spatial influences, as indicated by WY and Yt-1.

Table 10. Spatial Dynamic Panel Data Estimator

Variable DF Estimation Standard Deviation t p-value
WY 1 -0.066 0.001 -120.44  <.0001
WYt-1 1 0.334 0.005 64.88  <.0001
Yi-1 1 0.749 0.002 323.57  <.0001
Yt-2 1 -0.409 0.001 -3616.80  <.0001
X1 1 1.042 0.012 85.53  <.0001

R2 = 0.639

The resulting spatiotemporal panel data model 1s in Equation (29).
Y, = —0,066 W;Y;, + 0,334WY;,_; + 0,749Y;,_;, — 0,409Y;,_, + 1,042X;, (29)

3.9. Best Model

‘When comparing the coefficients of determination of the four (4) models, the spatial-temporal panel data
model has the highest value (Table 11). Therefore, the spatial-temporal panel data model was selected as the best
model for this study and 1s described below. Overfitting can be avoided by using strict statistical tests and objective
criteria to select the best model, ensuring that only the most reliable and interpretable results are presented. This
approach makes the findings robust and clearly identifies which model provides the most useful insights. An R-
squared of 64% i1s a strong enough result for real-world pandemic modeling, showing that the model captures the
main drivers of COVID-19 deaths with reliable, comparable data. This provides valuable, actionable insights for
public health, even as some external factors remain outside the model’s scope.

Table 11. Model Comparison

Models K
Random effect model 0.540
Random effect SAR 0.612
Random effect SEM 0.612
Random effect GSM 0.609

Temporal Spatial Panel Data  0.639

4. CONCLUSION

The spatiotemporal panel data model was the best panel data model of the four models developed. The
dependent variable and the dependent variable with lag one are spatially correlated. There is an autoregression
with response variables at lags one and two. The variable influencing the number of new coronavirus deaths in a
country is the number of new coronavirus cases. The coefficient of determination for this model was 63.9%.

The study’s findings offer policymakers a robust, evidence-based model for predicting and managing COVID-
19 mortality, enabling more effective and timely public health interventions. This approach supports better
resource allocation and targeted responses, directly strengthening pandemic policy and preparedness. Future
research could extend this approach to other infectious diseases or apply it to different regional datasets to enhance
epidemic preparedness and response strategies.
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