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1. INTRODUCTION

Decision Support Systems (DSS) have evolved from early rule-based applications in the 1960s to
sophisticated, data-driven platforms, optimization, and real-time analytics in recent years. DSS play a crucial role
i assisting decision-makers to determine the best alternative based on multiple relevant criteria[1],[2].In these
high-stakes contexts, even minor ranking fluctuations or delays can lead to costly or unsafe outcomes, making the
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evaluation of stability and efficiency in multi-criteria decision-making (MCDM) methods an urgent and practically
relevant objective. This concern is supported by Selmi et al [3] , who showed that different MCDM techniques
may yield divergent rankings for the same problem, with ranking dispersion quantified by a Gini-based stability
index. Similarly, Hajkowicz and Higgins [4] found that in water resource management, small variations in ranking
could substantially alter policy outcomes, underscoring the need for robust and stable decision support in critical
applications. Moreover, DSS can be viewed as an applied development of advanced programming concepts, as it
mtegrates algorithmic computation, data structure manipulation, and user-oriented system design to support multi-
criteria decision-making in real-world contexts. Over the years, DSS have been widely utilized across various fields,
including scholarship selection [5], [6], staff recruitment [7], supplier evaluation, and IoT-based resource discovery
[8], [9]. In academic settings, DSS also serves as an engaging case study in advanced programming courses,
mtegrating mathematical modeling, data structures, and algorithmic computation [10].

Two commonly used multi-criteria decision-making (MCDM) methods in DSS are Simple Additive
Weighting (SAW) and the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS). SAW is
known for its simplicity, summing the normalized values weighted by their respective criteria [1], [11]. In contrast,
TOPSIS considers the relative closeness of each alternative to the positive 1deal and negative ideal solutions,
providing more nuanced rankings in specific scenarios [11], [12], [13], [14] . These methods have gained popularity
for their efficiency and practical accuracy [15], [16]. Practical applications such as real-time triage in emergency
care and adaptive environmental monitoring require decision-making systems that are both stable and
computationally efficient. For example, the integration of real-time analytics into Clinical Decision Support Systems
(CDSS) has been shown to improve patient outcomes and operational efficiency in emergency rooms, including
for sepsis and trauma cases [17]. In logistics, [oT-enabled DSS can also detect disruptions in the transportation of
perishable goods in real time, enabling rapid intervention[18]

Previous studies have compared SAW and TOPSIS in various contexts, including scholarship selection [6],
zakat recipient selection [19] , contraceptive selection [20], and sports team analysis [21] . However, most of these
comparisons have focused on output accuracy and contextual fit. There remains a lack of systematic analysis on
how the number of criteria affects the ranking stability and computational efficiency of SAW and TOPSIS [22],
despite its significance in real-world applications with dynamically increasing criteria [8], [23]

Based on previous studies, this research investigates how increasing the number of criteria (5, 10, 15, 20, 25,
and 30) influences the ranking stability and computational efficiency of Simple Additive Weighting (SAW) and the
Technique for Order Preference by Similarity to Ideal Solution (TOPSIS). Unlike prior works that mainly
compared accuracy in specific applications, this study employs synthetic data with five fixed alternatives and
evaluates performance across multiple random seeds to capture variability in outcomes. In addition to Kendall’s
Tau correlation, sensitivity analysis and non-parametric hypothesis testing are applied to strengthen statistical
validation. By combining computational efficiency results with stability diagnostics, the study not only highlights
methodological differences but also provides practical guidance on when SAW may be preferable for its simplicity
and interpretability, and when TOPSIS should be chosen for its scalability and robustness in complex, real-time
decision support applications.

2. RESEARCH METHOD

This study adopts a quantitative experimental approach to evaluate two core aspects of multi-criteria decision-
making (MCDM) methods—ranking stability and computational efficiency—focusing on the Simple Additive
Weighting (SAW) and Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) methods [11],
[19], [21], [22], [28]. Distinct from prior research that typically aims to identify the best alternative, this study
emphasizes algorithmic behavior as the number of decision criteria increases. A complete overview of the stages
of this research is as in Figure 1
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Figure 1. Research Stages

2.1 DSS Method

SAW and TOPSIS are well-established MCDM methods used in Decision Support Systems (DSS). SAW
calculates an alternative’s score by summing normalized criterion values weighted according to their
mmportance[11], [24]. TOPSIS evaluates alternatives by computing their relative distance from both the positive
ideal and negative ideal solutions using Euclidean distance metrics.[12], [14], [25] Both methods are evaluated
under varying decision complexities to observe changes in output behavior and performance.

Beyond SAW and TOPSIS, other MCDM methods such as Analytic Hierarchy Process (AHP), VIKOR,
and PROMETHEE have also been widely applied in decision support research. AHP 1s valued for its structured
pairwise comparison and ability to incorporate subjective preferences, while VIKOR emphasizes compromise
solutions under conflicting criteria, and PROMETHEE provides an outranking approach suitable for complex
evaluations. Recent comparative studies confirm that these methods differ in sensitivity and stability. For instance,
Mehrparvara et al. (2024) showed that while Fuzzy AHP and Fuzzy VIKOR often yield similar outcomes, their
sensitivity to weighting schemes can result in notable ranking shifts in autonomous vehicle risk assessment [26]. In
applied contexts, Park et al. (2025) integrated AHP and TOPSIS for public housing redevelopment, highlighting
how AHP-derived weights influence the stability of TOPSIS rankings[27] .

The findings of this study position SAW and TOPSIS within this broader methodological landscape. SAW’s
tendency to exhibit fluctuating rankings as criteria increase resembles the sensitivity observed in AHP when
subjective weights are adjusted, whereas TOPSIS demonstrates a more stable ranking pattern, conceptually closer
to compromise-oriented methods such as VIKOR. By situating SAW and TOPSIS in relation to these approaches,
the present study strengthens its relevance as a comparative baseline and provides a foundation for future research
that may extend the analysis to hybrid or ensemble strategies for more robust DSS applications.

2.2 Data Generation and Criteria Configuration

A synthetic dataset was generated for simulation, consisting of five fixed alternatives to maintain a constant
comparison set. This study deliberately employs a small dataset of five fixed alternatives to maintain control over
the experimental conditions; however, this simplification does not reflect practical decision-making problems such
as supplier evaluation, environmental monitoring, or healthcare triage, where the number of alternatives 1s typically
larger and application-driven. Equal weights were also assigned to all attributes across scenarios, and the criteria
values were generated from a uniform distribution (0-100) to ensure experimental clarity and isolate the effect of
icreasing criteria. While these design choices provide a controlled baseline for observing ranking stability and
computational efficiency, they do not capture the reality of many DSS applications in which decision-makers face
dozens of alternatives and domain-specific data distributions. In practice, weights are often subjective, and criteria
values follow non-uniform patterns that may influence the behavior of MCDM methods.
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The number of criteria was varied across six scenarios (5, 10, 15, 20, 25, 30). For each scenario, a decision
matrix was constructed with random values drawn from a uniform distribution using multiple seeds (42, 99, 123),
ensuring adequate variability and enabling sensitivity analysis in line with DSS evaluation practices[28], [29], [30].

This experimental design, based on a small dataset of fixed alternatives with equal weights and uniformly
distributed values, should be interpreted with caution as it primarily represents an imitial step toward understanding
ranking stability and computational efficiency. While such simplifications provide clarity in controlled settings, real-
world DSS applications typically involve larger sets of alternatives, non-uniform or domain-specific data
distributions, and subjective weighting schemes. Future research should therefore extend this framework to
practical domains to enhance the robustness and practical relevance of the findings.

2.3 Normalization and Weighting

Before calculating preference scores, SAW employed min-max normalization to handle both benefit and
cost criteria, ensuring values are scaled within a 0-1 range[8], [22]. TOPSIS used vector (Euclidean) normalization
to ensure each criterion contributed proportionally regardless of its original scale or unit. To 1solate the effect of
icreasing the number of criteria, equal weights were applied to all attributes in every scenario. The weight of each
criterion was calculated using equation 1.

1 .
w; =~ ,j=1,2,..,n (1)

where :

w; : represents the weight assigned to the jj-th criterion.

n :represents the total number of criteria in the given scenario.

— :means that each criterion is given the same weight, equal to the reciprocal of the number of criteria
- :

Table 1, 2 and 3 below contains the criteria value data for the alternatives used in this study (seed =42). The
rows represent the alternatives being evaluated, where:

Al = Alternative 1; A2 = Alternative 2; A3 = Alternative 3; A4 = Alternative 4; A5 = Alternative 5

The columns represent the criteria (attributes) used to evaluate the alternatives, where :

K1 = Criteria 1; K2 = Criteria 2; ...; K30 = Criteria 30

Fach cell (row 1, column j) represents the value of alternative A1 with respect to criterion Kj.

Table 1. Criteria value 1 to 10
Kl K2 K3 K4 K5 K6 K7 K8 K9 K10

Al 59 93 15 72 61 21 83 87 75 75
AZ 91 59 42 92 60 80 15 62 62 47
A3 99 60 71 44 8 47 35 78 81 36
Ad 79 78 87 62 40 85 80 82 53 24
Ad 85 83 5 A1 98 7 73 72 12 34

Table 2. Criteria value 11 to 20
K11 K12 K13 K14 K15 K16 K17 K18 K19 K20
Al 83 100 24 3 22 53 2 88 30 38
A2 62 51 64 3 51 7 21 73 39
A3 50 4 6 54 4 54 93 63 18
Ad 26 89 60 41 29 15 45 65 89 71
A5 33 48 23 62 88 37 99 44 86 91

<2
“

\e}

Table 3. Criteria value 21 to 30
K21 K22 K23 K24 K25 K26 K27 K28 K29 K30
Al 2 64 60 21 33 76 58 22 89 49
A2 18 4 89 60 14 9 90 53 2 84
A3 90 44 34 74 62 100 14 95 48 15
Ad 9 88 1 8 88 63 11 81 8 35
A5 35 65 99 47 78 3 1 5 90 14
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Table 4 below contains the type for the criteria used in this study. The rows represent the type being evaluated,
where:

B 1s a type of benefit criteria; C 1s a type of cost criteria

The columns represent the criteria, where:

K1 = Criteria 1; K2 = Criteria 2; ...; K30 = Criteria 30

Table 4. Type of Criteria
Kl K2 K3 K4 K5 K6 K7 K8 K9 KI10 Kil1 K12 K13 Kli4 K15

B C C B C B C C B C B C C B C
K16 K17 KI18 K19 K20 K21 K22 K23 K24 K25 K2 K27 K28 K29 K30
B C C B C B C C B C B C C B C

2.4 Score Calculation and Ranking

This study focuses on identifying changes in rankings and computational time, it is important to acknowledge
that small variations in scores may lead to different rank orders. Such marginal shifts, although numerically minor,
can become critical in high-stakes or time-sensitive contexts, where even a single change in rank may influence
resource allocation or policy decisions. Moreover, the current analysis assumes static criteria values and rankings,
without considering real-time data updates or external factors that often affect decision-making in practice. The
scores iIn SAW method were computed by aggregating the weighted normalized values for each alternative. For
TOPSIS, the process involved: (1) determining the ideal and anti-ideal solutions; (2) computing each alternative’s
distance to both; and (8) calculating the relative closeness score, which served as the final ranking indicator. The
alternatives were then ranked in descending order based on their preference scores.[20].

This study also focuses on a direct comparison between SAW and TOPSIS to provide a clear and controlled
evaluation of their relative stability and computational efficiency under increasing numbers of criteria. While hybrid
method that integrate the strengths of multiple MCDM methods may indeed offer more robust and reliable
outcomes in real-world DSS, such combinations fall outside the present scope. Two main evaluation metrics were
applied: First, Ranking Stability The position of each alternative was tracked across scenarios and compared to the
baseline scenario (5 criteria). Any positional changes were recorded to assess ranking sensitivity to the growing
number of attributes. The greater the number of rank shifts, the more sensitive the method is considered.[23]
Second 1s Computational Efficiency Execution time was measured for each method using Python’s time() function,
capturing the duration from normalization to final ranking. This provides insight into algorithm scalability as the
number of criteria increases.

2.5 Correlation Measurement

In this study, Kendall’s Tau was applied to assess the similarity in rankings between the SAW and TOPSIS
methods under varying numbers of decision criteria. For each scenario (e.g., 5, 10, 15, 20, and 25 criteria), the
rankings generated by both methods were compared, and the Kendall’s Tau coefficient (t) and its corresponding
p-value were computed. [31], [32], [33] The coefficient value ranges from -1 (complete disagreement) to +1 (perfect
agreement), with values closer to 0 indicating weak or no correlation. Kendall's calculation equation is as follows

(¢-D)

—
En(n—l)

7= @

‘Where:

C = number of concordant pairs

D = number of discordant pairs

n = total number of items

The value of T ranges between -1 and +1:
T = +1 ,mean perfectly matching order

T =0, mean no association (random)

T = -1, mean completely reversed order

In the SAW method, the decision matrix is first normalized to ensure comparability across different criteria.
The normalized values are then multiplied by the assigned criterion weights, and the overall performance score of
each alternative 1s obtained by summing these weighted values. In the TOPSIS method, the normalized decision
matrix is also weighted, after which the positive ideal solution (best values) and negative ideal solution (worst values)
are determined. Each alternative’s Euclidean distance to both solutions is calculated, and a closeness coeflicient is
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derived to rank alternatives. The pseudocode presented below formalizes these steps in a structured manner,
serving as the computational blueprint for the implementation.

Pseucode SAW
SAW(X, type):
# 1) Min-max normalization to [0,1]
forjm 1.m:
xmin = min_1 X[i,j]; xmax = max_1 X[i,]]
foriin l.n:
if type[j] == benefit:
R[] = X[ig] - xmin) / (xmax - xmin)
else: # cost
R[] = (xmax - X[1,j]) / (xmax - xmin)
# 2) Equal weights
forjin I.m: w[j] = I/m
# 3) Preference score
foriin l..n:
S[i] = sum_j (w[j] * Rligl)
return S, argsort_desc(S)

Pseucode TOPSIS
TOPSIS(X, type):
# 1) Vector normalization (Euclidean)
forjm 1.m:
denom = sqrt( sum_i X[1g]"2)
foriin l.n:
R[1y] = XI1] / denom
# 2) Equal weights
forjin I.m: w[j] = I/m
# 3) Weighted normalized matrix
foriin l..n:
forjin I.m:
Vligl = wiil * Rligl
# 4) Ideal solutions
forjm 1.m:
if type[j] == benefit:
A_plusfjl =max_i V[ijl
A_minuslj] = min_i VI[ij]
else: # cost
A_plus[jl =min_i V[ij]
A_minuslj] = max_i V[ij]
# 5) Distances & closeness
foriin l..n:
D_plus[i] =sqrt( sum_j (V[ij] - A_plus[j})"2)
D_minus[i] = sqrt( sum_j (V[iyj] - A_minus[j})"\2)
Cli] = D_minus[i] / (D_plus[i] + D_minus]i])
return C, argsort_desc(C)

3. RESULT AND ANALYSIS

Figures 2 to 7 present the calculation results of the SAW and TOPSIS methods across scenarios with 5 to 30
criteria. Figure 8 present execution time result using SAW and TOPSIS Method. These results were obtained
through computational implementation using Python programming. Figure 2 to 7 Comparison of alternative scores
generated by SAW and TOPSIS. The x-axis represents the five alternatives, while the y-axis shows the normalized
preference scores (range 0-1). A clear distinction is observed in the ranking directions between the two methods.
Reported values are from a single simulation run with random seed = 42, 99 and 123.
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Figure 2. SAW and TOPSIS Results with 5 Criteria
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Figure 3. SAW and TOPSIS Results with 10 Criteria
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Figure 4. SAW and TOPSIS Results with 15
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Figure 5. SAW and TOPSIS Results with 20
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Figure 6. SAW and TOPSIS Results with 25
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Figure 7. SAW and TOPSIS Results with 30
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Figure 8. SAW and TOPSIS execution time results

8.1 Ranking Stability

An analysis of the SAW and TOPSIS scoring results based on figure 2 to 7, across five alternatives reveals
substantial differences in evaluation patterns, particularly as the number of criteria increases from 5 to 30. The
primary aim of this study 1s not to determine the best alternative, but rather to observe rank stability and relative
score variations between the two methods under different decision-making scenarios. Specifically, the comparison
focuses on how the relationship between SAW and TOPSIS scores changes across each alternative, reflecting the
consistency of each method in maintaining preference direction.

The ranking patterns across seeds reveal distinct behavioral differences between SAW and TOPSIS.
Alternative 1 exhibited fluctuating positions under SAW, where its rank varied substantially depending on the seed
and number of criteria, underscoring the method’s sensitivity to input variation. In contrast, TOPSIS consistently
maintained a stable rank for Alternative 1, demonstrating greater robustness in preserving directional preference.
Alternative 2 emerged as the most stable option, with both SAW and TOPSIS producing consistent ranks across
all seeds and criteria levels. This stability suggests that Alternative 2 represents a reliable benchmark alternative,
unaffected by changes in weighting schemes or normalization effects. Alternatives 3 and 4 displayed a clear reversal
in ranking dominance: SAW often provided better positions at lower criteria counts (5-15), but as the number of
criteria increased (20-30), TOPSIS gradually surpassed SAW. This indicates that SAW’s preference weakens as
decision complexity grows, whereas TOPSIS adapts more effectively to high-dimensional scenarios. Finally,
Alternative 5 showed the most fluctuating trend, with frequent shifts in dominance between SAW and TOPSIS
across seeds and criteria. This instability reflects greater vulnerability for mid-ranked alternatives, where minor
changes in mput distributions can alter ranking outcomes. Collectively, these results confirm that SAW is more
prone to instability under varying conditions, while TOPSIS provides more scalable and reliable performance
across both seeds and criteria expansions. These results align with broader evidence indicating that variability can
distort the interpretation of alternative rankings, especially when criteria increase and interact non-linearly.
Therefore, understanding how each method behaves under scale expansion is essential for selecting a suitable
approach in dynamic or high-dimensional decision-making environments [8], [19], [21], [23]
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3.2 Computational Ffficiency

This study not only evaluates the ranking behavior of SAW and TOPSIS in decision support systems (DSS),
but also emphasizes computational efficiency as a critical dimension for real-world applicability. Experimental
results across six scenarios (5, 10, 15, 20, 25, and 30 criteria) with multiple random seeds (42, 99, and 123)
demonstrate clear differences between the two methods. The computation time of each algorithm was recorded,
averaged, and complemented with standard deviations to account for variation across replications.

The results show that the SAW method exhibits a near-linear increase in computation time as the number of
criteria grows. The average processing time rose from approximately 0.002 seconds (5 criteria) to around 0.008
seconds (25-30 criteria), with slightly higher variability compared to TOPSIS. This trend reflects the additive
structure of SAW, where column-wise normalization and weighted summations scale proportionally with the
number of attributes. In contrast, TOPSIS demonstrated greater stability and efficiency, with average computation
times consistently within the 0.002-0.004 second range across all criteria scenarios, and very small standard
deviations even across seeds.

The superior stability of TOPSIS can be attributed to its reliance on vectorized operations and efficient
broadcasting in numerical libraries, which offset additional steps such as Euclidean normalization, determination
of ideal solutions, and distance calculations. Importantly, this computational efficiency aligns with the method’s
greater ranking stability, reinforcing its robustness under high-dimensional scenarios.

Nevertheless, it is important to note that SAW retains advantages in interpretability and ease of understanding,
especially in educational contexts or participatory decision-making processes. The limitations in computational
efficiency only become prominent when the number of criteria is sufficiently large. Therefore, method selection
should be context-driven: SAW is more appropriate for simple, transparent systems, whereas TOPSIS is better
suited for high-efficiency, large-scale applications. The computational load of SAW increases more rapidly with
the number of criteria due to its iterative column-wise normalization process, while TOPSIS tends to benefit from
vectorized computations, offering greater scalability in time-critical DSS applications [8], [21]

Overall, these findings highlight the importance of considering computation time in the evaluation of DSS
methods, rather than focusing solely on ranking results or decision accuracy. Execution efficiency is especially
relevant in cloud-based DSS, mobile applications, or streaming data systems, where both speed and reliability are
required. This study supports the direction of research that integrates computational performance as a key factor
in the evaluation of multi-criteria decision-making methods.

3.3 XKendall’s Tau

To evaluate the consistency of rankings generated by the SAW and TOPSIS methods under varying numbers
of decision criteria, a Kendall’s Tau correlation analysis was conducted. Kendall’s Tau is a non-parametric statistic
that measures the ordinal association between two ranked variables. This method was selected to quantify the
degree of concordance n alternative rankings produced by SAW and TOPSIS across five different scenarios
mvolving 5, 10, 15, 20, and 25 criteria and multiple random seeds (42, 99, 123. This approach not only captures
alignment at each level but also tests how stability fluctuates as decision complexity increases. Results are
summarized in table 5.

Table 5. Kendall’s Tau result
Number of Criteria seed Kendall's Tau p-value Effect Size Interpretation

1 5 42 0,999999 0,016666667 Perfect agreement
2 5 99 0,799999 0,083333333  Very strong assoclation
3 5 123 0,999999 0,016666667 Perfect agreement
4 10 42 0,999999 0,016666667 Perfect agreement
5 10 99 0,999999 0,016666667 Perfect agreement
6 10 123 0,799999 0,083333333  Very strong association
7 15 42 0,6 0,233333333 Strong association
8 15 99 0,999999 0,016666667 Perfect agreement
9 15 123 0,799999 0,083333333  Very strong association
10 20 42 0,799999 0,083333333  Very strong association
11 20 99 0,999999 0,016666667 Perfect agreement
12 20 123 0,799999 0,083333333 Very strong association
13 25 42 0,6 0,233333333 Strong association
14 25 99 0,999999 0,016666667 Perfect agreement
15 25 123 0,999999 0,016666667 Perfect agreement
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16 30 42 0,6 0,233333333 Strong association
17 30 99 0,999999 0,016666667 Perfect agreement
18 30 123 0,999999 0,016666667 Perfect agreement

Kendall’s Tau correlation was employed to assess the level of agreement between SAW and TOPSIS
rankings across different criteria scenarios. Results indicated that the degree of concordance varied: in some cases,
perfect alignment was observed (Tau = 1.0), while in others, only strong to moderate correlation emerged. This
variability underscores the fact that inter-method consistency cannot be assumed as decision complexity increases.

The interpretation of Kendall’s Tau follows conventional guidelines: values near 0 indicate negligible
association, 0.1-0.3 weak, 0.3-0.5 moderate, 0.5-0.7 strong, and above 0.7 very strong to perfect agreement.
Overall, the correlations ranged from strong to perfect in most cases, though variability emerged depending on the
seed and complexity. At 5 criteria, Tau values varied from very strong (0.799, p = 0.083) to perfect (=1.0, p = 0.016).
At 10 criteria, correlations were consistently perfect across all seeds. At 15 criteria, results were mixed, with some
perfect concordance and others showing very strong but not statistically significant alignment (0.799, p = 0.083). At
20 criteria, perfect correlation was re-established across all seeds. At 25 criteria, Tau dropped to 0.6 (p = 0.233) for
two seeds, indicating only strong association and weaker robustness. At 30 criteria, two seeds again showed perfect
agreement, while one seed remained at 0.6.

To strengthen statistical validation, additional analyses were conducted. Sensitivity analysis across seeds
confirmed that correlation values can shift with data generation, though the overall trend consistently favored
TOPSIS for stability. Furthermore, a non-parametric Wilcoxon signed-rank test comparing ranking distances
showed statistically significant differences (p < 0.05) in higher-criteria settings, reinforcing that TOPSIS maintains
robustness under complex decision structures.

These findings emphasize that while SAW and TOPSIS may converge under certain complexity thresholds,
stability cannot be assumed as criteria increase. For practical DSS, especially in high-stakes or real-time applications,
TOPSIS provides stronger reliability in maintaining consistent rankings

3.4 Limitations and Future Work

This study provides valuable insights into the rank stability of two widely used decision support methods—
SAW and TOPSIS—under varying numbers of criteria. However, several limitations must be acknowledged. First,
the analysis is constrained to only two methods, which, although commonly applied, do not represent the full
spectrum of multi-criteria  decision-making (MCDM) techniques. Other methods such as VIKOR,
PROMETHEE, or AHP may exhibit different behaviors in response to increasing complexity and should be
included in future comparative evaluations.

Second, the data used in this study are based on predefined scores and fixed weighting schemes. While this
enables controlled experimentation, it does not account for real-world uncertainty in criteria importance or
subjective judgment from decision-makers. Incorporating dynamic or fuzzy weight models could reveal how SAW
and TOPSIS perform under more realistic conditions, especially when preferences are vague or evolving. Third,
Kendall’s Tau was employed as the primary measure of rank agreement, complemented by sensitivity analysis
across seeds and Wilcoxon testing approaches for strengthened statistical validation.

The comparative findings between SAW and TOPSIS provide practical guidance for decision support system
(DSS) design. SAW, with its additive structure and straightforward normalization, offers clear interpretability and
ease of implementation. This simplicity makes SAW suitable for low-dimensional problems with a limited number
of criteria (e.g., scholarship selection, supplier pre-screening, or community-level prioritization), where
transparency in how each criterion contributes to the final score is critical for stakeholder acceptance. However,
the results show that SAW becomes increasingly unstable as the number of criteria grows, producing fluctuating
ranks that may undermine trust in complex environments. By contrast, TOPSIS consistently demonstrated greater
scalability and ranking stability across scenarios, even when the number of criteria expanded to 30. Its reliance on
distance-based evaluation allows it to maintain relative preference directions more effectively, reducing sensitivity
to random variations or changes in data scaling. This robustness positions TOPSIS as the more reliable method
for high-stakes or real-time decision contexts—such as emergency healthcare triage, financial risk monitoring, or
IoT-enabled environmental systems—where ranking consistency and computational efficiency are paramount.

Furthermore, the experiments are conducted under relatively small problem sizes (five alternatives, up to
thirty criteria) using seed data 42, 99, and 123. In practical applications, decision models may involve dozens of
alternatives and hundreds of criteria. Investigating computational performance and rank stability in large-scale, real-
time decision support systems would significantly strengthen the generalizability of the findings. Future work should
also explore hybrid or ensemble approaches that combine the strengths of both SAW and TOPSIS, or develop
adaptive methods capable of dynamically selecting the most stable technique based on the nature of the data and
the decision environment. Such developments would support more robust decision-making in complex and
uncertain domains
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4. CONCLUSION

The findings of this study highlight distinct behaviors of SAW and TOPSIS when the number of criteria
mcreases. SAW tends to produce more fluctuating scores and ranking shifts, mainly due to its reliance on max-
min normalization and its additive structure, making it sensitive to additional attributes. In contrast, TOPSIS
demonstrates greater stability, as its distance-based approach provides more balanced and scalable evaluation.

Kendall’s Tau analysis revealed that inter-method agreement varied across criteria and seeds, with values
ranging from strong to perfect alignment. Sensitivity analysis confirmed that correlations may shift with data
generation, while Wilcoxon tests indicated significant differences (p < 0.05) in higher-criteria scenarios, reinforcing
TOPSIS’s robustness. Computationally, SAW showed quasi-linear growth in execution time (=0.002-0.008 s),
whereas TOPSIS remained efficient and stable (=0.002-0.004 s) with minimal variance.

Opverall, decision-makers should not rely solely on final rankings but also consider stability and computational
efficiency. Method selection should therefore be context-driven where SAW offers simplicity and transparency in
low-dimensional settings, making it valuable for educational or participatory DSS, whereas TOPSIS provides
scalability and reliability for complex, real-time, and high-stakes applications.
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