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Abstrak

Penelitian ini bertujuan untuk mengklasifikasikan wilayah di Sumatera Utara berdasarkan
sejumlah indikator sosial dan ekonomi dengan menerapkan pendekatan pengelompokan multi-
metode. Analisis Komponen Utama (PCA) digunakan untuk mengurangi dimensi data dan
mengidentifikasi variabel-variabel utama yang berpengaruh, sementara algoritma K-Means
digunakan untuk membentuk Kluster berdasarkan kesamaan karakteristik. Hasil analisis
menunjukkan bahwa kombinasi PCA dan K-Means mampu mengelompokkan provinsi atau
wilayah secara lebih efisien dan interpretatif. Kluster yang terbentuk mencerminkan pola
kesamaan di antara wilayah dalam hal perkembangan sosial dan ekonomi, sehingga dapat menjadi
dasar untuk merumuskan kebijakan pengembangan regional yang lebih terarah. Temuan ini
menunjukkan bahwa pendekatan multi-metode dapat memberikan hasil yang lebih komprehensif
dalam pengelompokan data spasial.

Kata kunci: Klasterisasi, Analisis Komponen Utama (PCA), K-Means, multimetode, Sumatera
Utara.

Abstract

This study aims to classify regions in North Sumatra based on a set of social and economic
indicators by applying a multi-method clustering approach. Principal Component Analysis (PCA)
is employed to reduce data dimensionality and identify the most influential variables, while the
K-Means algorithm is used to form clusters based on similarity of characteristics. The results
indicate that the combination of PCA and K-Means can cluster provinces or regions more
efficiently and interpretably. The resulting clusters reflect patterns of similarity among regions
in terms of social and economic development, thus providing a basis for formulating more
targeted regional development policies. These findings demonstrate that a multi-method
approach can yield more comprehensive results in spatial data clustering.

Keywords: Clustering, Principal Component Analysis (PCA), K-Means, multi-method, North
Sumatra.
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1. PENDAHULUAN

1.1 Latar Belakang

Pulau Sumatra merupakan salah satu pulau terbesar di Indonesia, terdiri dari sepuluh
provinsi dengan karakteristik ekonomi, sosial, dan demografis yang beragam. Setiap provinsi
memiliki potensi dan tantangan yang berbeda dalam hal pembangunan, industri, tenaga kerja, dan
kesejahteraan masyarakat. Oleh karena itu, diperlukan metode yang efektif untuk memahami pola
dan klasifikasi karakteristik provinsi guna mendukung perencanaan pembangunan yang lebih baik

[1].

Salah satu metode yang dapat digunakan untuk analisis pola adalah klasterisasi data.
Teknik  klasterisasi memungkinkan pengelompokkan objek berdasarkan kesamaan
karakteristiknya, sehingga wilayah dengan sifat serupa dapat berada dalam kelompok yang sama.
Principal Component Analysis (PCA) berfungsi untuk mereduksi dimensi data, mengurangi
kompleksitas, dan meningkatkan efisiensi analisis. Sementara itu, algoritma K-Means Clustering
digunakan untuk mengelompokkan data berdasarkan centroid yang mewakili pola dominan dalam
setiap klaster [2].

Dengan mengintegrasikan PCA dan K-Means, penelitian ini bertujuan untuk melakukan
klasterisasi provinsi di Pulau Sumatera berdasarkan berbagai indikator utama yang
mempengaruhi pembangunan. Hasil dari klasterisasi ini diharapkan dapat memberikan wawasan
yang lebih mendalam mengenai kesamaan dan perbedaan antar provinsi, sehingga dapat menjadi
acuan bagi pemerintah daerah dan pemangku kebijakan dalam merancang strategi pembangunan
lebih tepat [3].

1.2 Rumusan Masalah
1. Bagaimana penerapan metode PCA dalam mengelompokkan provinsi di Pulau Sumatera
berdasarkan indikator utama?
2. Bagaimana hasil klasterisasi dengan algoritma K-Means setelah reduksi dimensi
menggunakan PCA?
3. Bagaimana karakteristik utama yang mempengaruhi klasterisasi provinsi di Pulau

Sumatera?

4. Apa interpretasi dari klaster yang terbentuk, serta implikasi bagi pembangunan wilayah?
1.3 Tujuan Penelitian
Adapun tujuan dari penelitian ini adalah:

1. Mengidentifikasi karakteristik utama yang membedakan provinsi di Pulau Sumatera.

2. Menganalisis efektivitas metode PCA dalam reduksi dimensi dan pemilihan fitur.

3. Mengimplementasikan algoritma K-Means Clustering untuk mengelompokkan provinsi
berdasarkan karakteristik utama.

4. Menginterpretasikan hasil klasterisasi sebagai dasar perencanaan pembangunan wilayah.

1.4 Manfaat Penelitian
Penelitian ini diharapkan dapat memberikan manfaat bagi berbagai pihak, antara lain:
1. Pemerintah daerah, dalam memahami pola dan karakteristik provinsi guna merancang
kebijakan berbasis data.
2. Akademisi dan peneliti, sebagai referensi dalam studi terkait klasterisasi wilayah dan
pemanfaatan teknik PCA-K-Means dalam analisis data.
3. Pelaku bisnis dan investor, dalam mempertimbangkan strategi ekspansi bisnis
berdasarkan karakteristik ekonomi dan sosial tiap provinsi.
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2. INTRODUCTION

2.1 Klasterisasi Data

Klasterisasi adalah metode analisis data yang digunakan untuk mengelompokkan
objek berdasarkan kesamaan karakteristiknya. Teknik ini berguna dalam eksplorasi data,
segmentasi pasar, analisis demografi, dan berbagai aplikasi lainnya. Beberapa
pendekatan klasterisasi yang umum digunakan adalah:

» K-Means Clustering (berbasis centroid).

« Hierarchical Clustering (berbasis hirarki)

* DBSCAN (berbasis kepadatan data) [4].
2.2 Principal Component Analysis (PCA)

Principal Component Analysis (PCA) adalah teknik reduksi dimensi yang digunakan
untuk mengubah variabel yang saling berkorelasi menjadi variabel baru yang tidak berkorelasi.
Prinsip utama PCA melibatkan:

1. Transformasi variabel menjadi komponen utama yang merepresentasikan variabilitas
data.

2. Pemilihan komponen dengan nilai eigen tertinggi untuk mempertahankan informasi
yang paling signifikan.

3. Pemetaan ulang data dalam dimensi yang lebih rendah tanpa kehilangan karakteristik

utama [5].

2.3 K-Means Clustering

K-Means adalah algoritma klasterisasi berbasis centroid yang bekerja dengan cara berikut:
Menentukan jumlah klaster (k) yang akan digunakan dalam pemisahan data.
Menginisialisasi centroid secara acak atau berdasarkan metode tertentu.
Mengelompokkan data berdasarkan kedekatan dengan centroid.

Memperbarui posisi centroid berdasarkan rata-rata titik dalam klaster.

Mengulang proses hingga mencapai konvergensi, di mana tidak ada perubahan signifikan
dalam pembentukan klaster [6].

2.4 Studi Terkait

Beberapa penelitian sebelumnya telah menggunakan kombinasi PCA dan K-Means untuk
klasterisasi data wilayah. Contoh studi terkait meliputi:

1. Kilasterisasi Kabupaten di Sumatera Utara berdasarkan indikator ekonomi menggunakan

K-Means.

2. Analisis dampak bencana di Indonesia menggunakan integrasi PCA dan K-Means untuk
meningkatkan efektivitas pemetaan wilayah.
3. Segmentasi wilayah di Jawa Timur berdasarkan faktor sosial-ekonomi dengan

pendekatan PCA-K-Means [7].

gk E

3. METODOLOGI PENELITIAN

3.1 Jenis dan pendekatan penelitian

Penelitian ini termasuk dalam kategori penelitian kuantitatif eksploratif, yang
bertujuan untuk mengeksplorasi pola dan struktur tersembunyi dalam data multivariat
berdasarkan indikator sosial, ekonomi, dan demografi antar wilayah administratif
(kabupaten/kota) di Sumatera Utara dan dianalisis menggunakan metode Principal
Component Analysis (PCA) untuk reduksi dimensi dan K-Means Clustering untuk
pengelompokan [8].
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3.1.2 Pendekatan yang Digunakan:
1. Pendekatan Klasterisasi (Clustering)

Klasterisasi adalah bagian dari metode unsupervised learning dalam data mining
yang bertujuan mengelompokkan data ke dalam beberapa kelompok (klaster) berdasarkan
kesamaan karakteristik antar objek.

2. Principal Component Analysis (PCA)

PCA adalah teknik reduksi dimensi yang digunakan untuk mengubah sejumlah
besar variabel menjadi sejumlah kecil principal components yang masih mempertahankan
sebagian besar variasi data. PCA sering digunakan sebelum Kklasterisasi untuk
meningkatkan efisiensi dan visualisasi data berdimensi tinggi.

3. K-Means Clustering

K-Means adalah algoritma klasterisasi partisi yang membagi data menjadi k klaster
berdasarkan minimisasi jarak antar data dan pusat klaster (centroid). Metode ini banyak
digunakan untuk eksplorasi data karena kesederhanaannya dan efisiensinya [9].

3.2 Sumber Data

Data yang digunakan dalam penelitian ini diperoleh dari situs Kaggle, yang merupakan
platform terbuka untuk berbagi dan mengakses dataset. Dataset diunduh dari:

URL Dataset: https://www.kaggle.com/code/wahyuikbalmaulana/analisa-clustering-
provinsi-sumatera-indonesia

Dataset tersebut berisi data Analisa Clustering Provinsi Sumatera Indonesia dan indikator
pembangunan lainnya dari berbagai kabupaten/kota di Indonesia, yang kemudian difilter untuk
wilayah provinsi di Pulau Sumatera Utara. Seluruh atribut numerik dari dataset ini menjadi bahan
dasar untuk analisis PCA.

3.3 Tahapan Penelitian
Berikut merupakan alur metodologi yang digunakan dalam penelitian ini:
1. Pengumpulan Data:
» Mengunduh data dari Kaggle
» Memfilter data hanya untuk kabupaten/kota di Provinsi Sumatera Utara
2. Reduksi Dimensi dengan PCA:
o Menurunkan dimensi data dari banyak atribut menjadi 2 komponen utama (PCAL dan
PCA2).
o Qutput berupa data 3 dimensi seperti yang ditampilkan pada tabel PCA.
3. Penentuan Jumlah Klaster (k):
¢ Menggunakan Metode Elbow untuk menentukan nilai optimal dari k
o Berdasarkan grafik EIbow (Gambar 2 dan 3), nilai optimal diperoleh pada k = 4
4. K-Means Clustering:
o Mengelompokkan kabupaten/kota berdasarkan dua komponen utama PCA.
o Visualisasi klaster ditunjukkan dalam scatter plot 4 klaster (Gambar 4) .
3.4 Alat dan Perangkat
e Bahasa Pemrograman: Python.
e Library: pca dan k-means.
e Visualisasi dilakukan dengan library matplotlib.
3.5 Visualisasi dan Hasil Sementara
Berikut ini adalah beberapa visualisasi dan hasil awal dari tahapan metode:
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e Tabel Hasil PCA: Menampilkan nilai PCAl dan PCA2 dari masing-masing
kabupaten/kota.

o Grafik Elbow Method: Menentukan jumlah klaster optimal (k = 4).

o Plot Klasterisasi: Menunjukkan pembagian klaster berdasarkan PCA1 dan PCA2.

4. HASIL DAN PEMBAHASAN

Gambar dibawah adalah tabel data mentah dari kabupaten/kota di Provinsi
Sumatera Utara, yang memuat sejumlah indikator sosial, ekonomi, dan layanan publik.
Data ini digunakan sebagai dasar dalam proses klasterisasi menggunakan PCA dan K-
Means.

Kabupaten Kota KPM Sanitasi Minum Keluhan Miskin Keria Negeri Swasta Nganggur

0 Nias 13082 1083 47.79 27.37 1682 81790 8 3 3.12
1 Mandading Natal 27257 3573 73.78 19.77 0.40 6079 21 3 8.12
2 Tapanuh Selatan 18175 46.41 7.30 20.2¢ 8.80 7438 10 2 4.00
3 Tapanuk Tengah 32322 57.58 88.81 2270 1287 7505 15 @ 724
4 Tapanuk Utara 23783 837 80.08 1283 0.72 8283 18 8 1.54
5 Toba 15152 80.54 05.04 15.68 809 038 13 3 083
8 Labuhan Batu 24863 8150 0434 13.42 874 6184 18 16 5.68
7 Aszhan 30204 80.09 05.78 10.37 035 8302 17 25 8.3¢
8 Simalungun 55304 01.75 00.74 2574 881 72585 20 28 417
) Dairi 19834 0235 01.80 2092 831 8573 13 1 140
10 Karo 18870 84.32 0143 18.20 87¢ 8456 13 1 185
11 Del Serdang 56002 ©8.37 98.18 2139 401 8878 21 m 0.13
12 Langkat 770486 80.78 2.51 24.56 10.12 6012 18 40 5.12
13 Nias Selatan 21200 13.14 86.21 171" 1882 7225 40 16 391
14 Humbang Hasundutan 10701 0185 9105 13.62 065 8417 12 3 104
15 Pakpak Bharat 4013 00.14 7060 2455 0.35 8770 5 2 1.38
16 Samosir 12580 ©1.09 65.64 11.58 1268 8438 8 5 0.70
17 Serdang Bedaga 38102 ©93.19 08.14 27.13 8.30 88.75 18 21 383
18 Batu Bara 30380 88.04 e7.83 27.84 1238 7000 7 18 8.82
190 Padang Lawas Utara 10487 67.17 77.58 18.31 0.92 7882 9 2 3.10
20 Padang Lawas 12420 50862 77.84 23.40 869 7523 8 2 407
21 Labuhanbatu Selatan 10073 8485 8468 2288 853 8838 10 7 47
22 Labuanbatuy Utara 18587 70.75 88.75 27.35 1002 68573 9 8 5.71
23 Nias Utara 15077 48.00 58.17 31.03 2568 7427 13 2 3.00
24 Nias Barat 10408 38.02 71.52 21.30 2642 8208 13 2 074
25 Sibolga 5810 32.33 02.40 2380 1232 7119 4 5 872
26 Tanjungbalai 15255 80.07 87.20 30.16 1340 6857 7 B 8.5¢
27 Pematangsiantar 14536 88.40 00.78 17.12 852 6880 6 21 11.00
28 Tebing Tinggi 10548 0588 00.35 10.51 1030 68710 4 12 8.37
20 Medan 78401 0271 08.80 13.83 834 6216 21 o8 108
30 Binjai 1573 95.21 00.78 10.51 5.81 8277 7 23 7.88
31 Padangsidimpuan 0504 51.33 54.13 32.02 753 8860 8 1 7.18
32 Gunungsitoli 12608 45.13 7411 31.78 1645 6295 6 5 480

Gambar 1. Tingkat pengangguran
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Gambar ini menunjukkan hasil transformasi Principal Component Analysis
(PCA) dari dataset yang sebelumnya Anda tampilkan. Hasil ini merupakan output utama
dari proses reduksi dimensi, yang menyederhanakan sekumpulan variabel menjadi dua
komponen utama: PCAL dan PCA2 [10].
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Gambar 2. Visualisasi diagram pencar PCAL versus PCA2

Gambar diatas yaitu menunjukkan hasil analisis Principal Component Analysis (PCA)
terhadap data dari 32 Kabupaten/Kota di Sumatera Utara. Berikut adalah penjelasan masing-
masing kolom dan makna umumnya:

Penjelasan pada tabel :

¢ Kabupaten/Kota : Nama wilayah administratif di Sumatera Utara.
e PCAlL : Nilai dari komponen utama pertama (Principal Component 1).
e PCA2 - Nilai dari komponen utama kedua (Principal Component 2).

Principal Component Analysis (PCA) adalah metode statistik untuk mereduksi dimensi
data yang banyak menjadi lebih sedikit, dengan tetap mempertahankan informasi paling penting
(variasi terbesar dari data).

e PCAL dan PCAZ2 adalah dua sumbu (komponen utama) hasil transformasi data asli.
o Mereka merepresentasikan variasi terbesar pada data asli dalam dua dimensi.
e PCAL biasanya menjelaskan variasi terbesar, diikuti PCA2 .
1. Wilayah dengan nilai PCA1 dan PCAZ tinggi, seperti:
e Medan (5.45, 1.05)
¢ Deli Serdang (3.83, 0.86)
e Langkat (2.05, 1.18)
e — menunjukkan bahwa mereka memiliki karakteristik yang cukup unik dibanding
daerah lain.
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2. Wilayah dengan nilai PCAL negatif besar, seperti:
¢ Nias (-3.39, 1.37)
o Nias Barat (-3.38, 1.67)
e — menunjukkan bahwa mereka cukup jauh dari pusat data dalam arah dimensi
pertama (PCA1), bisa jadi karena kondisi yang berbeda ekstrem [11].

3. Wilayah yang dekat ke nol seperti:
e Tanjungbalai (-0.02, 0.37)
e Labuhanbatu Selatan (0.16, 0.40)
e — berarti karakteristiknya cukup rata-rata atau netral, tidak terlalu ekstrim di dimensi
manapun.

e Visualisasi: Data bisa divisualisasikan dalam grafik 2D berdasarkan PCAL dan PCA2
untuk melihat klaster atau outlier.

o Clustering / Klasifikasi: Bisa digunakan untuk pengelompokan kabupaten/kota
berdasarkan kemiripan data.

e Pengambilan Keputusan: Pemerintah bisa menggunakan hasil ini untuk membuat
kebijakan yang sesuai dengan kelompok [12].

Distortion Score Elbow for KMeans Clustering

I
300 @ === elbow at k=4, score = 136.923

250

200

150

distortion score

\‘\N\.

6 8 10
k

50

g S S, ——

Gambar 3. Analisis setiap kluster

Gambar diatas merupakan grafik Elbow Method untuk menentukan jumlah
klaster optimal (k) pada algoritma KMeans Clustering [13].

Metode Siku untuk Clusterin KMeans

Penjelasan Gambar
»  Grafik menunjukkan hubungan antara judandistorsi(dua
+ Titik siku terlihat di kBahasa Indonesia:35..
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»  Garis putus-putus hitam menandai titik siku (k
« Garis hijau menunjukkan f(wa

1. Sumbu X
o Menampilkan jumlah klaster dari 1 sampai 10.
e kadalah jumlah kelompok/klaster yang digunakan oleh algoritma KMeans.
2. Sumbu Y Kiri: Distortion Score
¢ Distortion score menunjukkan seberapa jauh data dari pusat klasternya. Semakin kecil
nilainya, semakin baik hasil klastering.
o Skor ini menurun saat k meningkat karena data dibagi ke dalam lebih banyak kelompok,
yang cenderung memperkecil jarak dari pusat.
3. Sumbu Y Kanan (Hijau): Fit Time (seconds)
e Waktu yang dibutuhkan untuk melakukan training model dengan jumlah klaster tertentu
().
e Digambarkan dengan garis putus-putus berwarna hijau muda.
e waktu komputasi saat nilai k bertambah.
4. Garis Vertikal Hitam Putus-Putus:
¢ Menunjukkan titik "elbow" atau titik optimal jumlah klaster yaitu pada k.
e Tertulis:elbow at k = 4, score = 35.963.
5. Titik Elbow (Optimal k)
o Ditandai dengan garis vertikal hitam putus-putus pada k = 4.
e Elbow point adalah tempat di mana penurunan skor distorsi mulai melambat.
e Pada titik ini, penambahan klaster tidak memberikan peningkatan signifikan dalam
kualitas klasterisasi.
e Skor distorsi di elbow point = 35.963

e Kesimpulan Gambar :

e Jumlah Kklaster optimal adalah 4.

e Setelah k = 4, penurunan skor distorsi menjadi tidak terlalu signifikan.
e Waktu pelatihan meningkat seiring bertambahnya jumlah klaster [14].
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Distortion Score Elbow for KMeans Clustering
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Gambar 4. Analisis atau interpretasi isi dari setiap kluster

Gambar ini menunjukkan hasil EIbow Method untuk menentukan jumlah klaster (k) yang
optimal dalam algoritma KMeans Clustering, dengan mempertimbangkan distortion score dan
waktu pelatihan (fit time).

Distortion Score Elbow for KMeans Clustering

Grafik ini digunakan untuk mengevaluasi seberapa baik hasil klasterisasi dengan
berbagai nilai k (jumlah klaster). Grafik ini memperlihatkan bagaimana kualitas hasil
klasterisasi dengan metode KMeans berubah seiring bertambahnya jumlah klaster (k).
Dua metrik yang ditampilkan adalah distortion score (sumbu Y Kkiri) dan fit time atau
waktu pelatihan (sumbu Y kanan).

Distortion score menggambarkan seberapa dekat titik-titik data terhadap pusat
klasternya masing-masing. Pada awalnya, ketika jumlah klaster masih kecil (misalnya
k=1 hingga k=3), skor distorsi turun tajam. Artinya, dengan menambah klaster, model
menjadi jauh lebih baik dalam mengelompokkan data. Namun, setelah k=4, penurunan
skor menjadi lebih lambat dan mulai mendatar. Inilah yang disebut sebagai titik elbow—
titik di mana menambah klaster lebih lanjut hanya memberikan sedikit perbaikan pada
skor, tetapi dengan biaya komputasi yang lebih tinggi.

Sumbu X (horizontal): k
e Mewakili jumlah klaster dari 1 sampai 10.
o Nilai k adalah parameter utama dalam KMeans yang menentukan berapa banyak
kelompok yang akan dibentuk dari data.

Sumbu Y Kiri (vertical): Distortion Score
o Mewakili distortion score, yaitu total jarak (biasanya jarak Euclidean) antara titik data
dan pusat klasternya.
o Skor ini diwakili oleh garis biru dengan penanda berbentuk belah ketupat.
o Semakin kecil nilai distortion score, semakin baik kualitas klasterisasi.
e Terlihat menurun drastis dari k=1 hingga k=4, kemudian menurun perlahan—ini
menunjukkan adanya **elbow point™.
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Titik Elbow (Optimal k)

Ditandai dengan garis vertikal hitam putus-putus pada k = 4.

Elbow point adalah tempat di mana penurunan skor distorsi mulai melambat.

Pada titik ini, penambahan Kklaster tidak memberikan peningkatan signifikan dalam
kualitas klasterisasi.

Skor distorsi di elbow point = 35.963.

Kesimpulan Gambar :

Tujuan

Grafik ini menunjukkan bahwa 4 Klaster adalah jumlah yang ideal untuk data yang
dianalisis.

Setelah k = 4, terjadi diminishing returns dalam menurunkan distortion score.

Waktu pelatihan bertambah saat k meningkat, jadi k = 4 memberi keseimbangan antara
kualitas klasterisasi dan efisiensi waktu.

Untuk menunjukkan hasil pengelompokan data menjadi 4 cluster secara visual. Dari

gambar ini kita bisa lihat bagian tersebut

Data dibagikan dalam kelompok yang cukup jelas.
Setiap warna mewakili kategori/kelompok yang diprediksi oleh model.

KMeans with 4 Clusters

PCA2

-2 0 2 4

Gambar 5. Membantu memahami distribusi spasial antara kluster

Penjelasan Elemen pada Gambar:

"KMeans with 4 Clusters" mengindikasikan bahwa hasil klasterisasi ini menggunakan
4 Klaster (sesuai hasil dari metode elbow sebelumnya).

Sumbu X dan Y: Sumbu horizontal adalah PCAL, dan sumbu vertikal adalah PCAZ2.
PCA digunakan untuk mereduksi dimensi data (misalnya dari banyak fitur menjadi
hanya 2 komponen utama) agar bisa divisualisasikan dalam 2D tanpa kehilangan
terlalu banyak informasi penting.

Titik-titik berwarna: Setiap titik mewakili satu data. Warna titik menunjukkan klaster
mana data tersebut tergolong, berdasarkan hasil dari KMeans. Warna:

Merah: Label klaster 1

Hijau: Label klaster 2

Biru muda: Label klaster 3

Ungu: Label klaster 4

Legenda di kiri bawah menunjukkan label numerik dari masing-masing klaster (1, 2,
3, dan 4), dan setiap label dikaitkan dengan warna tertentu [15].
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Interpretasi Visual:

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Hasil ini menunjukkan bahwa sebagian besar data berhasil diklasifikasikan ke dalam
kelompok yang cukup terpisah dalam ruang dua dimensi. Kita bisa melihat:

Klaster merah (1) terkonsentrasi di tengah kanan, menunjukkan bahwa data dalam
kelompok ini memiliki pola yang saling berdekatan.

Klaster hijau (2) menyebar di sisi kiri atas, membentuk kelompok yang cukup padat
juga.

Klaster biru muda (3) terkonsentrasi di sisi Kiri bawah.

Klaster ungu (4) hanya terdiri dari dua titik dan terletak agak terisolasi di bagian kanan
atas—kemungkinan mewakili outlier atau kelompok kecil yang sangat berbeda dari
lainnya.

Kesimpulan Gambar :

Visualisasi ini memperkuat hasil sebelumnya bahwa 4 klaster adalah jumlah
yang tepat. Penggunaan PCA membantu memetakan data berdimensi tinggi ke
bentuk 2D agar mudah dianalisis. Kita dapat melihat bahwa setiap klaster
memiliki ruang yang relatif terpisah, menandakan pemisahan yang baik oleh
algoritma KMeans.
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